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Preface

Dynamic optimization has become a standard tool for decision making in a wide range of areas. The search for the most fuel-efficient strategy to send a rocket into orbit or the most economical way to start up a chemical production facility can be expressed as dynamic optimization problems that are solved almost routinely nowadays.

The basis for these dynamic optimization problems is a dynamic model, for example,
\[ x(k + 1) = g(x(k), u(k)), \quad x(0) = x_0 \]
that describes the evolution of the state \( x(k) \) with time, starting from the initial condition \( x(0) \), as it is affected by the manipulated input \( u(k) \). Here \( g(x, u) \) is some nonlinear function. Throughout the book we are assuming that this discrete-time description, i.e., the model of the underlying system, is available. The goal of the dynamic optimization procedure is to find the vector of manipulated inputs \( U_N = [u(0)' , ..., u(N-1)']' \) such that the objective function is optimized over some time horizon \( N \), typically

\[ \min_{U_N} \sum_{k=0}^{N-1} q(x(k), u(k)) + p(x(N)) \]

The terms \( q(x, u) \) and \( p(x) \) are referred to as the stage cost and terminal cost, respectively. Many practical problems can be put into this form and many algorithms and software packages are available to determine the optimal solution vector \( U_N^* \), the optimizer. The various algorithms exploit the structure of the particular problem, e.g., linearity and convexity, so that even large problems described by complex models and involving many degrees of freedom can be solved efficiently and reliably.

One difficulty with this idea is that, in practice, the sequence of \( u(0), u(1), ... \), which is obtained by this procedure cannot be simply applied. The model of the system predicting its evolution is usually inaccurate and the system may be affected by external disturbances that may cause its path to deviate significantly from the one that is predicted. Therefore, it is common practice to measure the state after some time period, say one time step, and to solve the dynamic optimization problem again, starting from the measured state \( x(1) \) as the new initial condition. This feedback of the measurement information to the optimization endows the whole procedure with a robustness typical for closed-loop systems.

What we have described above is usually referred to as Model Predictive Control (MPC), but other names like Open Loop Optimal Feedback and Reactive Scheduling have been used as well. Over the last 25 years MPC has evolved to dominate the process industry, where it has been employed for thousands of problems [241].

The popularity of MPC stems from the fact that the resulting operating strategy respects all the system and problem details, including interactions and constraints, something that would be very hard to accomplish in any other way.

Indeed, often MPC is used for the regulatory control of large multivariable linear systems with constraints, where the objective function is not related to an economical objective, but is simply chosen in a mathematically convenient way,
namely quadratic in the states and inputs, to yield a “good” closed-loop response. Again, there is no other controller design method available today for such systems, that provides constraint satisfaction and stability guarantees.

One limitation of MPC is that running the optimization algorithm on-line at each time step requires substantial time and computational resources. Today, fast computational platforms together with advances in the field of operation research and optimal control have enlarged in a very significant way the scope of applicability of MPC to fast-sampled applications. One approach is to use tailored optimization routines which exploit both the structure of the MPC problem and the architecture of the embedded computing platform to implement MPC in the order of milliseconds.

The second approach is to have the result of the optimization pre-computed and stored for each \( x \) in the form of a look-up table or as an algebraic function \( u(k) = f(x(k)) \) which can be easily evaluated. In other words, we want to determine the (generally nonlinear) feedback control law \( f(x) \) that generates the optimal \( u(k) = f(x(k)) \) explicitly and not just implicitly as the result of an optimization problem. It requires the solution of the Bellman equation and has been a long standing problem in optimal control. A clean simple solution exists only in the case of linear systems with a quadratic objective function, where the optimal controller turns out to be a linear function of the state (Linear Quadratic Regulator, LQR). For all other cases a solution of the Bellman equation was considered prohibitive except for systems of low dimension (2 or 3), where a look-up table can be generated by gridding the state space and solving the optimization problem off-line for each grid point.

The major contribution of this book is to show how the nonlinear optimal feedback controller can be calculated efficiently for some important classes of systems, namely linear systems with constraints and switched linear systems or, more generally, hybrid systems. Traditionally, the design of feedback controllers for linear systems with constraints, for example anti-windup techniques, was ad hoc requiring both much experience and trial and error. Though significant progress has been achieved on anti-windup schemes over the last decade, these techniques deal with input constraints only and cannot be extended easily.

The classes of constrained linear systems and linear hybrid systems treated in this book cover many, if not most, practical problems. The new design techniques hold the promise to lead to better performance and a dramatic reduction in the required engineering effort.

The book is structured in five parts. Chapters marked with a star (\( \ast \)) are considered “advanced” material and can be skipped without compromising the understanding of the fundamental concepts presented in the book.

- In the first part of the book (Part I) we recall the main concepts and results of convex and discrete optimization. Our intent is to provide only the necessary background for the understanding of the rest of the book. The material of this part follows closely the presentation from the following books and lecture notes: “Convex optimization” by Boyd and Vandenberghe [65], “Nonlinear Programming Theory and Algorithms” by Bazaraa, Sherali and Shetty [27], “LMI in Control” by Scherer and Weiland [258] and “Lectures on Polytopes” by Ziegler [296].
Continuous problems as well as integer and mixed-integer problems are presented in Chapter 1. Chapter 1 also discusses the classical results of Lagrange duality. In Chapter 2 Linear and Quadratic programs are presented together with their properties and some fundamental results. Chapter 3 introduces algorithms for the solution of unconstrained and constrained optimization problems. We only discuss those that are important for the problems encountered in this book and explain the underlying concepts. Since polyhedra are the fundamental geometric objects used in this book, Part I closes with Chapter 4 where we introduce the main definitions and the algorithms, which describe standard operations on polyhedra.

- The second part of the book (Part II) is a self-contained introduction to multi-parametric programming. In our framework, parametric programming is the main technique used to study and compute state feedback optimal control laws. In fact, we formulate the finite time optimal control problems as mathematical programs where the input sequence is the optimization vector. Depending on the dynamical model of the system, the nature of the constraints, and the cost function used, a different mathematical program is obtained. The current state of the dynamical system enters the cost function and the constraints as a parameter that affects the solution of the mathematical program. We study the structure of the solution as this parameter changes and we describe algorithms for solving multi-parametric linear, quadratic and mixed integer programs. They constitute the basic tools for computing the state feedback optimal control laws for these more complex systems in the same way as algorithms for solving the Riccati equation are the main tools for computing optimal controllers for linear systems. In Chapter 5 we introduce the concept of multiparametric programming and we recall the main results of nonlinear multiparametric programming. Then, in Chapter 6 we describe three algorithms for solving multiparametric linear programs (mp-LP), multiparametric quadratic programs (mp-QP) and multiparametric mixed-integer linear programs (mp-MILP).

- In the third part of the book (Part III) we introduce the general class of optimal control problems studied in the book. Chapter 7 contains the basic definitions and essential concepts. Chapter 8 presents standard results on Linear Quadratic Optimal Control while in Chapter 9 unconstrained optimal control problems for linear systems with cost functions based on 1 and ∞ norms are analyzed.

- In the fourth part of the book (Part IV) we focus on linear systems with polyhedral constraints on inputs and states. We start with a self-contained introduction to controllability, reachability and invariant set theory in Chapter 10. The chapter focuses on computational algorithms for constrained linear systems and constrained linear systems subject to additive and parameter uncertainty.

In Chapter 11 we study finite time and infinite time constrained optimal control problems with cost functions based on 2, 1 and ∞ norms. We first show how to transform them into LP or QP optimization problems for a fixed
initial condition. Then we show that the solution to all these optimal control problems can be expressed as a \textit{piecewise affine} state feedback law. Moreover, the optimal control law is continuous and the value function is convex and continuous. The results form a natural extension of the theory of the Linear Quadratic Regulator to constrained linear systems.

Chapter 12 presents the concept of Model Predictive Control. Classical feasibility and stability issues are shown through simple examples and explained by using invariant set methods. Finally we show how they can be addressed with a proper choice of the terminal constraints and the cost function.

The result in Chapter 11 and Chapter 12 have important consequences for the implementation of MPC laws. Precomputing off-line the explicit piecewise affine feedback policy reduces the on-line computation for the receding horizon control law to a function evaluation, therefore avoiding the on-line solution of a mathematical program. However, the number of polyhedral regions of the explicit optimal control laws could grow exponentially with the number of constraints in the optimal control problem. Chapter 13 discusses approaches to define approximate explicit control laws of desired complexity that provide certificates of recursive feasibility and stability.

Chapter 14 focuses on efficient on-line methods for the computation of RHC control laws. If the state-feedback solution is available explicitly, we present efficient on-line methods for the evaluation of explicit piecewise affine control laws. In particular, we present algorithms to reduce its storage demands and computational complexity. If the on-line solution of a quadratic or linear program is preferred, we briefly discuss how to improve the efficiency of a mathematical programming solver by exploiting the structure of the RHC control problem.

Part IV closes with Chapter 15 where we address the robustness of the optimal control laws. We discuss min-max control problems for uncertain linear systems with polyhedral constraints on inputs and states and present an approach to compute their state feedback solutions. Robustness is achieved against additive norm-bounded input disturbances and/or polyhedral parametric uncertainties in the state space matrices.

In the fifth part of the book (Part V) we focus on linear hybrid systems. We give an introduction to the different formalisms used to model hybrid systems focusing on computation-oriented models (Chapter 16). In Chapter 17 we study finite time optimal control problems with cost functions based on 2, 1 and \( \infty \) norms. The optimal control law is shown to be, in general, piecewise affine over non-convex and disconnected sets. Along with the analysis of the solution properties we present algorithms that compute the optimal control law for all the considered cases.
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Symbols and Acronyms

Logic Operators and Functions

\( A \Rightarrow B \) \hspace{1em} A implies B, i.e., if A is true then B must be true
\( A \iff B \) \hspace{1em} A implies B and B implies A, i.e., A is true if and only if (iff) B is true

Sets

\( \mathbb{R} (\mathbb{R}_+) \) \hspace{1em} Set of (non-negative) real numbers
\( \mathbb{N} (\mathbb{N}_+) \) \hspace{1em} Set of (non-negative) integers
\( \mathbb{R}^n \) \hspace{1em} Set of real vectors with \( n \) elements
\( \mathbb{R}^{n \times m} \) \hspace{1em} Set of real matrices with \( n \) rows and \( m \) columns

Algebraic Operators and Matrices

\( A' \) \hspace{1em} Transpose of matrix \( A \)
\( A^{-1} \) \hspace{1em} Inverse of matrix \( A \)
\( A^\dagger \) \hspace{1em} Generalized Inverse of \( A \), \( A^\dagger = (A' A)^{-1} A' \)
\( \det(A) \) \hspace{1em} Determinant of matrix \( A \)
\( A \succ (\succeq) 0 \) \hspace{1em} A symmetric positive (semi)definite matrix, \( x' A x \geq 0 \), \( \forall x \neq 0 \)
\( A \prec (\preceq) 0 \) \hspace{1em} A symmetric negative (semi)definite matrix, \( x' A x \leq 0 \), \( \forall x \neq 0 \)
\( A_i \) \hspace{1em} \( i \)-th row of matrix \( A \)
\( x_i \) \hspace{1em} \( i \)-th element of vector \( x \), or vector \( x \) at time-step \( i \) depending on the context
\( x \in \mathbb{R}^n, x > 0 (x \geq 0) \) \hspace{1em} True iff \( x_i > 0 (x_i \geq 0) \) \( \forall i = 1, \ldots, n \)
\( x \in \mathbb{R}^n, x < 0 (x \leq 0) \) \hspace{1em} True iff \( x_i < 0 (x_i \leq 0) \) \( \forall i = 1, \ldots, n \)
\( |x|, x \in \mathbb{R} \) \hspace{1em} Absolute value of \( x \)
\( \|x\| \) \hspace{1em} Any vector norm of \( x \)
\( \|x\|_2 \) \hspace{1em} Euclidian norm of vector \( x \in \mathbb{R}^n \), \( \|x\|_2 = \sqrt{\sum_{i=1}^{n} |x_i|^2} \)
\( \|x\|_1 \) \hspace{1em} Sum of absolute elements of vector \( x \in \mathbb{R}^n \), \( \|x\|_1 = \sum_{i=1}^{n} |x_i| \)
\( \|x\|_\infty \) \hspace{1em} Largest absolute value of the vector \( x \in \mathbb{R}^n \), \( \|x\|_\infty = \max_{i \in \{1, \ldots, n\}} |x_i| \)
\( \|S\|_\infty \) \hspace{1em} Matrix \( \infty \)-norm of \( S \in \mathbb{C}^{m \times n} \), i.e., \( \|S\|_\infty = \max_{i \in \{1, \ldots, m\}} \sum_{j=1}^{n} |s_{i,j}| \)
\( \|S\|_1 \) \hspace{1em} Matrix 1-norm of \( S \in \mathbb{C}^{m \times n} \), i.e., \( \|S\|_1 = \max_{j \in \{1, \ldots, n\}} \sum_{i=1}^{m} |s_{i,j}| \)
\( I \) \hspace{1em} Identity matrix
\( 1 \) \hspace{1em} Vector of ones, \( 1 = [1 \ 1 \ldots \ 1]' \)
\( 0 \) \hspace{1em} Vector of zeros, \( 0 = [0 \ 0 \ldots \ 0]' \)
Set Operators and Functions

∅ The empty set
: “Such that”
∂P The boundary of P
int(P) The interior of P, i.e., int(P) = P \ ∂P
|P| The cardinality of P, i.e., the number of elements in P
P ∩ Q Set intersection P ∩ Q = \{x : x ∈ P and x ∈ Q\}
P ∪ Q Set union P ∪ Q = \{x : x ∈ P or x ∈ Q\}
\bigcup_{r \in \{1, \ldots, R\}} P_r Union of R sets P_r, i.e., \bigcup_{r \in \{1, \ldots, R\}} P_r = \{x : x ∈ P_0 \text{ or } \ldots \text{ or } x ∈ P_R\}
P c Complement of the set P, P c = \{x : x /∈ P\}
P \setminus Q Set difference P \setminus Q = \{x : x ∈ P \text{ and } x /∈ Q\}
P ⊆ Q The set P is a subset of Q, x ∈ P ⇒ x ∈ Q
P ⊂ Q The set P is a strict subset of Q, x ∈ P ⇒ x ∈ Q and ∃x ∈ (Q \ P)
P ⊇ Q The set P is a superset of Q
P ⊃ Q The set P is a strict superset of Q
P ⊖ Q Pontryagin difference P ⊖ Q = \{x : x + q ∈ P, \forall q ∈ Q\}
P ⊕ Q Minkowski sum P ⊕ Q = \{x + q : x ∈ P, q ∈ Q\}
f(x) With abuse of notation denotes the value of the function f at x or the function f : \mathbb{R}^n \to \mathbb{R}.

f(x) continuous and positive definite
f(x) > 0 f(x) continuous and positive definite
f(x) continuous and positive semi-definite
f(x) ≥ 0 f(x) continuous and positive semi-definite
## Acronyms

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>ARE</td>
<td>Algebraic Riccati Equation</td>
</tr>
<tr>
<td>CLQR</td>
<td>Constrained Linear Quadratic Regulator</td>
</tr>
<tr>
<td>CFTOC</td>
<td>Constrained Finite Time Optimal Control</td>
</tr>
<tr>
<td>CITOC</td>
<td>Constrained Infinite Time Optimal Control</td>
</tr>
<tr>
<td>DP</td>
<td>Dynamic Program(ming)</td>
</tr>
<tr>
<td>LMI</td>
<td>Linear Matrix Inequality</td>
</tr>
<tr>
<td>LP</td>
<td>Linear Program(ming)</td>
</tr>
<tr>
<td>LQR</td>
<td>Linear Quadratic Regulator</td>
</tr>
<tr>
<td>LTI</td>
<td>Linear Time Invariant</td>
</tr>
<tr>
<td>MILP</td>
<td>Mixed Integer Linear Program</td>
</tr>
<tr>
<td>MIQP</td>
<td>Mixed Integer Quadratic Program</td>
</tr>
<tr>
<td>MPC</td>
<td>Model Predictive Control</td>
</tr>
<tr>
<td>mp-LP</td>
<td>multi-parametric Linear Program</td>
</tr>
<tr>
<td>mp-QP</td>
<td>multi-parametric Quadratic Program</td>
</tr>
<tr>
<td>PWA</td>
<td>Piecewise Affine</td>
</tr>
<tr>
<td>PPWA</td>
<td>Piecewise Affine on Polyhedra</td>
</tr>
<tr>
<td>PWP</td>
<td>Piecewise Polynomial</td>
</tr>
<tr>
<td>PWQ</td>
<td>Piecewise Quadratic</td>
</tr>
<tr>
<td>QP</td>
<td>Quadratic Program(ming)</td>
</tr>
<tr>
<td>RHC</td>
<td>Receding Horizon Control</td>
</tr>
<tr>
<td>rhs</td>
<td>right-hand side</td>
</tr>
<tr>
<td>SDP</td>
<td>Semi Definite Program(ming)</td>
</tr>
</tbody>
</table>
Part I

Basics of Optimization
Chapter 1

Main Concepts

In this chapter we recall the main concepts and definitions of continuous and discrete optimization. Our intent is to provide only the necessary background for the understanding of the rest of the book. The notions of feasibility, optimality, convexity and active constraints introduced in this chapter will be widely used in this book.

1.1 Optimization Problems

An optimization problem is generally formulated as

\[ \inf_{z \in S \subseteq Z} f(z) \]

where the vector \( z \) collects the decision variables, \( Z \) is the optimization problem domain, \( S \subseteq Z \) is the set of feasible or admissible decisions. The function \( f : Z \to \mathbb{R} \) assigns to each decision \( z \) a cost \( f(z) \in \mathbb{R} \). We will often use the following shorter form of problem \( (1.1) \)

\[ \inf_{z \in S \subseteq Z} f(z). \]

Solving problem \( (1.2) \) means to compute the least possible cost \( f^* \)

\[ f^* = \inf_{z \in S} f(z). \]

The number \( f^* \) is the optimal value of problem \( (1.2) \), i.e.

\[ f(z) \geq f(z^*) = f^* \ \forall z \in S, \text{ with } z^* \in S, \]

or the greatest lower bound of \( f(z) \) over the set \( S \):

\[ f(z) > f^* \ \forall z \in S \text{ and } (\forall \varepsilon > 0 \ \exists z \in S : f(z) \leq f^* + \varepsilon). \]
If \( f^* = -\infty \) we say that the problem is unbounded below. If the set \( S \) is empty then the problem is said to be \textit{infeasible} and we set \( f^* = +\infty \) by convention. If \( S = Z \) the problem is said to be \textit{unconstrained}.

In general, one is also interested in finding an \textit{optimal solution}, that is in finding a decision whose associated cost equals the optimal value, i.e., \( z^* \in S \) with \( f(z^*) = f^* \). If such \( z^* \) exists, then we rewrite problem \((1.2)\) as

\[
 f^* = \min_{z \in S} f(z) \tag{1.3}
\]

and \( z^* \) is called an \textit{optimizer} or \textit{global optimizer} or \textit{optimal solution}. \textit{Minimizer} or \textit{global minimizer} are also used to refer to an optimizer of a minimization problem. The set of all optimal solutions is denoted by

\[
 \text{argmin}_{z \in S} f(z) = \{ z \in S : f(z) = f^* \}. \tag{1.5}
\]

A problem of determining whether the set of feasible decisions is empty and, if not, to find a point which is feasible, is called a \textit{feasibility problem}.

### 1.1.1 Continuous Problems

In continuous optimization the problem domain \( Z \) is a subset of the finite-dimensional Euclidian vector-space \( \mathbb{R}^s \) and the subset of admissible vectors is defined through a list of equality and inequality constraints:

\[
 \inf_z f(z) \quad \text{subj. to} \quad g_i(z) \leq 0 \quad \text{for } i = 1, \ldots, m \nonumber \\
 h_j(z) = 0 \quad \text{for } j = 1, \ldots, p \\
 z \in Z, \tag{1.4}
\]

where \( f, g_1, \ldots, g_m, h_1, \ldots, h_p \) are real-valued functions defined over \( \mathbb{R}^s \), i.e., \( f : \mathbb{R}^s \to \mathbb{R}, \ g_i : \mathbb{R}^s \to \mathbb{R}, \ h_i : \mathbb{R}^s \to \mathbb{R} \). The domain \( Z \) is the intersection of the domains of the cost and constraint functions:

\[
 Z = \{ z \in \mathbb{R}^s : z \in \text{dom } f, \ z \in \text{dom } g_i, \ i = 1, \ldots, m, \ z \in \text{dom } h_j, \ j = 1, \ldots, p \}. \tag{1.5}
\]

In the sequel we will consider the constraint \( z \in Z \) implicit in the optimization problem and often omit it. Problem \((1.4)\) is unconstrained if \( m = p = 0 \).

The inequalities \( g_i(z) \leq 0 \) are called \textit{inequality constraints} and the equations \( h_i(z) = 0 \) are called \textit{equality constraints}. A point \( \bar{z} \in \mathbb{R}^s \) is \textit{feasible} for problem \((1.4)\) if: (i) it belongs to \( Z \), (ii) it satisfies all inequality and equality constraints, i.e., \( g_i(\bar{z}) \leq 0, \ i = 1, \ldots, m, \ h_j(\bar{z}) = 0, \ i = j, \ldots, p \). The set of feasible vectors is

\[
 S = \{ z \in \mathbb{R}^s : z \in Z, \ g_i(z) \leq 0, \ i = 1, \ldots, m, \ h_j(z) = 0, \ j = 1, \ldots, p \}. \tag{1.6}
\]

Problem \((1.4)\) is a continuous finite-dimensional optimization problem (since \( Z \) is a finite-dimensional Euclidian vector space). We will also refer to \((1.4)\) as a \textit{nonlinear mathematical program} or simply \textit{nonlinear program}. Let \( f^* \) be the optimal value of problem \((1.4)\). An optimizer, if it exists, is a feasible vector \( z^* \) with \( f(z^*) = f^* \).
1.1 Optimization Problems

A feasible point \( z^* \) is locally optimal for problem (1.4) if there exists an \( R > 0 \) such that
\[
\begin{align*}
  f(z^*) &= \inf_z f(z) \\
  \text{subj. to} & \quad g_i(z) \leq 0 \quad \text{for } i = 1, \ldots, m \\
  & \quad h_i(z) = 0 \quad \text{for } i = 1, \ldots, p \\
  & \quad \|z - z^*\| \leq R \\
  & \quad z \in Z.
\end{align*}
\]

(1.7)

Roughly speaking, this means that \( z^* \) is the minimizer of \( f(z) \) in a feasible neighborhood of \( z^* \) defined by \( \|z - z^*\| \leq R \). The point \( z^* \) is called a local optimizer or local minimizer.

Active, Inactive and Redundant Constraints

Consider a feasible point \( z^* \). We say that the \( i \)-th inequality constraint \( g_i(z) \leq 0 \) is active at \( z^* \) if \( g_i(z^*) = 0 \). If \( g_i(z^*) < 0 \) we say that the constraint \( g_i(z) \leq 0 \) is inactive at \( z^* \). Equality constraints are always active for all feasible points.

We say that a constraint is redundant if removing it from the list of constraints does not change the feasible set \( S \). This implies that removing a redundant constraint from problem (1.4) does not change its solution.

Problems in Standard Forms

Optimization problems can be cast in several forms. In this book we use the form (1.4) where we adopt the convention to minimize the cost function and to have the right-hand side of the inequality and equality constraints equal to zero. Any problem in a different form (e.g., a maximization problem or a problem with “box constraints”) can be transformed and arranged into this form. The interested reader is referred to Chapter 4 of [65] for a detailed discussion on transformations of optimization problems into different standard forms.

Eliminating Equality Constraints

Often in this book we will restrict our attention to problems without equality constraints, i.e., \( p = 0 \)
\[
\inf_z f(z) \quad \text{subj. to} \quad g_i(z) \leq 0 \quad \text{for } i = 1, \ldots, m.
\]

(1.8)

The simplest way to remove equality constraints is to replace them with two inequalities for each equality, i.e., \( h_i(z) = 0 \) is replaced by \( h_i(z) \leq 0 \) and \( -h_i(z) \leq 0 \). Such a method, however, can lead to poor numerical conditioning and may ruin the efficiency and accuracy of a numerical solver.

If one can explicitly parameterize the solution of the equality constraint \( h_i(z) = 0 \), then the equality constraint can be eliminated from the problem. This process can be described in a simple way for linear equality constraints. Assume the equality constraints to be linear, \( Az - b = 0 \), with \( A \in \mathbb{R}^{p \times s} \). If \( Az = b \) is inconsistent then the problem is infeasible. The general solution of the equation \( Az = b \) can be expressed as \( z = Fx + z_0 \) where \( F \) is a matrix of full rank whose spanned space coincides with the null space of the \( A \) matrix, i.e., \( \mathcal{R}(F) = \mathcal{N}(A) \), \( F \in \mathbb{R}^{s \times k} \).
where \( k \) is the dimension of the null space of \( A \). The variable \( x \in \mathbb{R}^k \) is the new optimization variable and the original problem becomes

\[
\inf_x f(Fx + z_0) \\
\text{subj. to } \quad g_i(Fx + z_0) \leq 0 \quad \text{for } i = 1, \ldots, m.
\]

We want to point out that in some cases the elimination of equality constraints can make the problem harder to analyze and understand and can make a solver less efficient. In large problems it can destroy useful structural properties of the problem such as sparsity. Some advanced numerical solvers perform elimination automatically.

**Problem Description**

The functions \( f, g_i \) and \( h_i \) can be available in analytical form or can be described through an oracle model (also called “black box” or “subroutine” model). In an oracle model \( f, g_i \) and \( h_i \) are not known explicitly but can be evaluated by querying the oracle. Often the oracle consists of subroutines which, called with the argument \( z \), return \( f(z), g_i(z) \) and \( h_i(z) \) and their gradients \( \nabla f(z), \nabla g_i(z), \nabla h_i(z) \). In the rest of the book we assume that analytical expressions of the cost and the constraints of the optimization problem are available.

### 1.1.2 Integer and Mixed-Integer Problems

If the decision set \( Z \) in the optimization problem (1.2) is finite, then the optimization problem is called *combinatorial or discrete*. If \( Z \subseteq \{0, 1\}^s \), then the problem is said to be *integer*. If \( Z \) is a subset of the Cartesian product of an integer set and a real Euclidian space, i.e., \( Z \subseteq \{[z_c, z_b] : z_c \in \mathbb{R}^{s_c}, z_b \in \{0, 1\}^{s_b}\} \), then the problem is said to be *mixed-integer*. The standard formulation of a *mixed-integer nonlinear program* is

\[
\inf_{[z_c, z_b]} f(z_c, z_b) \\
\text{subj. to } \quad g_i(z_c, z_b) \leq 0 \quad \text{for } i = 1, \ldots, m \\
\quad h_j(z_c, z_b) = 0 \quad \text{for } j = 1, \ldots, p \\
\quad z_c \in \mathbb{R}^{s_c}, \quad z_b \in \{0, 1\}^{s_b}
\]

where \( f, g_1, \ldots, g_m, h_1, \ldots, h_p \) are real-valued functions defined over \( Z \).

For combinatorial, integer and mixed-integer optimization problems all definitions introduced in the previous section apply.

### 1.2 Convexity

A set \( S \in \mathbb{R}^s \) is *convex* if

\[
\lambda z_1 + (1 - \lambda)z_2 \in S \text{ for all } z_1, z_2 \in S \text{ and } \lambda \in [0, 1].
\]
1.2 Convexity

A function \( f : S \rightarrow \mathbb{R} \) is convex if \( S \) is convex and
\[
f(\lambda z_1 + (1 - \lambda)z_2) \leq \lambda f(z_1) + (1 - \lambda)f(z_2)
\]
for all \( z_1, z_2 \in S \) and \( \lambda \in [0, 1] \).

A function \( f : S \rightarrow \mathbb{R} \) is strictly convex if \( S \) is convex and
\[
f(\lambda z_1 + (1 - \lambda)z_2) < \lambda f(z_1) + (1 - \lambda)f(z_2)
\]
for all \( z_1, z_2 \in S \) and \( \lambda \in (0, 1) \).

A twice differentiable function \( f : S \rightarrow \mathbb{R} \) is strongly convex if the Hessian
\[
\nabla^2 f(z) \succ 0
\]
for all \( z \in S \).

A function \( f : S \rightarrow \mathbb{R} \) is concave if \( S \) is convex and \(-f\) is convex.

Operations preserving convexity

Various operations preserve convexity of functions and sets. A detailed list can be found in Chapter 3.2 of [65]. A few operations used in this book are mentioned below.

1. The intersection of an arbitrary number of convex sets is a convex set:

   if \( S_1, S_2, \ldots, S_k \) are convex, then \( S_1 \cap S_2 \cap \ldots \cap S_k \) is convex.

   This property extends to the intersection of an infinite number of sets:

   if \( S_n \) is convex \( \forall n \in \mathbb{N}_+ \) then \( \bigcap_{n \in \mathbb{N}_+} S_n \) is convex.

   The empty set is convex because it satisfies the definition of convexity.

2. The sub-level sets of a convex function \( f \) on \( S \) are convex:

   if \( f(z) \) is convex then \( S_\alpha = \{ z \in S : f(z) \leq \alpha \} \) is convex \( \forall \alpha \in \mathbb{R} \).

3. If \( f_1, \ldots, f_N \) are convex functions, then \( \sum_{i=1}^N \alpha_i f_i \) is a convex function for all \( \alpha_i \geq 0, i = 1, \ldots, N \).

4. The composition of a convex function \( f(z) \) with an affine map \( z = Ax + b \) generates a convex function \( f(Ax + b) \) of \( x \):

   if \( f(z) \) is convex then \( f(Ax + b) \) is convex on \( \{ x : Ax + b \in \text{dom}(f) \} \)

5. Suppose \( f(x) = h(g(x)) = h(g_1(x), \ldots, g_k(x)) \) with \( h : \mathbb{R}^k \rightarrow R, g_i : \mathbb{R}^* \rightarrow R \). Then,

   (a) \( f \) is convex if \( h \) is convex, \( h \) is nondecreasing in each argument, and \( g_i \) are convex,
(b) \( f \) is convex if \( h \) is convex, \( h \) is nonincreasing in each argument, and \( g_i \) are concave.

(c) \( f \) is concave if \( h \) is concave, \( h \) is nondecreasing in each argument, and \( g_i \) are concave.

6. The pointwise maximum of a set of convex functions is a convex function:

\[ f_1(z), \ldots, f_k(z) \text{ convex functions} \Rightarrow f(z) = \max \{ f_1(z), \ldots, f_k(z) \} \text{ is a convex function.} \]

This property holds also when the set is infinite.

Linear and quadratic convex functions

1. A linear function \( f(z) = c'z + r \) is both convex and concave.

2. A quadratic function \( f(z) = z'Hz + 2q'z + r \) is convex if and only if \( H \succeq 0 \).

3. A quadratic function \( f(z) = z'Hz + 2q'z + r \) is strictly convex if and only if \( H \succ 0 \). A strictly convex quadratic function is also strongly convex.

Convex optimization problems

The standard optimization problem (1.4) is said to be convex if the cost function \( f \) is convex on \( Z \) and \( S \) is a convex set. A fundamental property of convex optimization problems is that local optimizers are also global optimizers. This is proven next.

**Theorem 1.1** Consider a convex optimization problem and let \( \bar{z} \) be a local optimizer. Then, \( \bar{z} \) is a global optimizer.

**Proof:** By hypothesis \( \bar{z} \) is feasible and there exists \( R \) such that

\[
 f(\bar{z}) = \min \{ f(z) : g_i(z) \leq 0 \ i = 1, \ldots, m, \ h_j(z) = 0, \ j = 1, \ldots, p \ \|z - \bar{z}\| \leq R \}. 
\]

(1.11)

Now suppose that \( \bar{z} \) is not globally optimal. Then, there exist a feasible \( y \) such that \( f(y) < f(\bar{z}) \), which implies that \( \|y - \bar{z}\| > R \). Now consider the point \( z \) given by

\[
 z = (1 - \theta)\bar{z} + \theta y, \quad \theta = \frac{R}{2\|y - \bar{z}\|}. 
\]

Then \( \|z - \bar{z}\| = R/2 < R \) and by convexity of the feasible set \( z \) is feasible. By convexity of the cost function \( f \)

\[
 f(z) \leq (1 - \theta)f(\bar{z}) + \theta f(y) < f(\bar{z}), 
\]

which contradicts (1.11).

**Theorem 1.1** does not make any statement about the existence of a solution to problem (1.4). It merely states that all local minima of problem (1.4) are also global minima. For this reason, convexity plays a central role in the solution of continuous optimization problems. It suffices to compute a local minimum to problem (1.4)
1.3 Optimality Conditions

to determine its global minimum. Convexity also plays a major role in most non-
convex optimization problems which are solved by iterating between the solutions
of convex sub-problems.

It is difficult to determine whether the feasible set $S$ of the optimization prob-
lem (1.4) is convex or not except in special cases. For example, if the functions
$g_1(z), \ldots, g_m(z)$ are convex and all the $h_i(z)$ (if any) are affine in $z$, then the feasible
set $S$ in (1.6) is an intersection of convex sets and therefore convex. Moreover there
are non-convex problems which can be transformed into convex problems through
a change of variables and manipulations of cost and constraints. The discussion of
this topic goes beyond the scope of this overview on optimization. The interested
reader is referred to [65].

Remark 1.1 With the exception of trivial cases, integer and mixed-integer optimiza-
tion problems are always non-convex problems because $\{0, 1\}$ is not a convex set.

1.3 Optimality Conditions

In general, an analytical solution to problem (1.4), restated below, does not exist.

$$
\inf_z \quad f(z) \\
\text{subj. to} \quad g_i(z) \leq 0 \quad \text{for } i = 1, \ldots, m \\
\quad h_j(z) = 0 \quad \text{for } j = 1, \ldots, p \\
\quad z \in \mathbb{Z}.
$$

(1.12)

Solutions are usually computed by iterative algorithms which start from an initial
guess $z_0$ and at step $k$ generate a point $z_k$ such that the sequence $\{f(z_k)\}_{k=0,1,2,\ldots}$
converges to $f^*$ as $k$ increases. These algorithms iteratively use and/or solve condi-
tions for optimality, i.e., analytical conditions that a point $z$ must satisfy in order
to be an optimizer. For instance, for convex, unconstrained optimization prob-
lems with a smooth cost function the most commonly used optimality criterion
requires the gradient to vanish at the optimizer, i.e., $z$ is an optimizer if and only
if $\nabla f(z) = 0$. In this chapter we summarize necessary and sufficient optimality
conditions for unconstrained and constrained optimization problems.

1.3.1 Optimality Conditions for Unconstrained Problems

The proofs of the theorems presented next can be found in Chapter 4 and Section
8.6.1 of [27].

Necessary conditions

**Theorem 1.2** Suppose that $f : \mathbb{R}^n \to \mathbb{R}$ is differentiable at $\bar{z}$. If there exists a
vector $d$ such that $\nabla f(\bar{z})'d < 0$, then there exists a $\delta > 0$ such that $f(\bar{z}+\lambda d) < f(\bar{z})$ for all $\lambda \in (0, \delta)$. 
The vector $d$ in the theorem above is called a descent direction. At a given point $\bar{z}$ a descent direction $d$ satisfies the condition $\nabla f(\bar{z})'d < 0$. Theorem 1.2 states that if a descent direction exists at a point $\bar{z}$, then it is possible to move from $\bar{z}$ towards a new point $\tilde{z}$ whose associated cost $f(\tilde{z})$ is lower than $f(\bar{z})$. The direction of steepest descent $d_s$ at a given point $\bar{z}$ is defined as the normalized direction where $\nabla f(\bar{z})'d_s < 0$ is minimized. The direction $d_s$ of steepest descent is $d_s = -\frac{\nabla f(\bar{z})}{\|\nabla f(\bar{z})\|}$.

Two corollaries of Theorem 1.2 are stated next.

**Corollary 1.1** Suppose that $f : \mathbb{R}^s \to \mathbb{R}$ is differentiable at $\bar{z}$. If $\bar{z}$ is a local minimizer, then $\nabla f(\bar{z}) = 0$.

**Corollary 1.2** Suppose that $f : \mathbb{R}^s \to \mathbb{R}$ is twice differentiable at $\bar{z}$. If $\bar{z}$ is a local minimizer, then $\nabla^2 f(\bar{z}) = 0$ and the Hessian $\nabla^2 f(\bar{z})$ is positive semidefinite.

**Sufficient condition**

Theorem 1.3 Suppose that $f : \mathbb{R}^s \to \mathbb{R}$ is twice differentiable at $\bar{z}$. If $\nabla f(\bar{z}) = 0$ and the Hessian of $f(z)$ at $\bar{z}$ is positive definite, then $\bar{z}$ is a local minimizer.

**Necessary and sufficient condition**

Theorem 1.4 Suppose that $f : \mathbb{R}^s \to \mathbb{R}$ is differentiable at $\bar{z}$. If $f$ is convex, then $\bar{z}$ is a global minimizer if and only if $\nabla f(\bar{z}) = 0$.

When the optimization is constrained and the cost function is not sufficiently smooth, the conditions for optimality become more complicated. The intent of this chapter is to give an overview of some important optimality criteria for constrained nonlinear optimization. The optimality conditions derived here will be the main building blocks for the theory developed later in this book.

### 1.4 Lagrange Duality Theory

Consider the nonlinear program (1.12). Let $f^*$ be the optimal value. Denote by $Z$ the domain of cost and constraints (1.5). Any feasible point $\bar{z}$ provides an upper bound to the optimal value $f(\bar{z}) \geq f^*$. Next we will show how to generate a lower bound on $f^*$.

Starting from the standard nonlinear program (1.12) we construct another problem with different variables and constraints. The original problem (1.12) will be called the primal problem while the new one will be called the dual problem. First, we augment the objective function with a weighted sum of the constraints. In this way the Lagrange dual function (or Lagrangian) $L$ is obtained

$$L(z, u, v) = f(z) + u_1g_1(z) + \cdots + u_mg_m(z) + v_1h_1(z) + \cdots + v_ph_p(z),$$  

(1.13)
where the scalars \( u_1, \ldots, u_m, v_1, \ldots, v_p \) are real variables called dual variables or Lagrange multipliers. We can write equation (1.13) in the compact form

\[
L(z, u, v) = f(z) + u'g(z) + v'h(z),
\]

(1.14)

where \( u = [u_1, \ldots, u_m]' \), \( v = [v_1, \ldots, v_p]' \) and \( L : \mathbb{R}^s \times \mathbb{R}^m \times \mathbb{R}^p \rightarrow \mathbb{R} \). The components \( u_i \) and \( v_i \) are called dual variables. Note that the \( i \)-th dual variable \( u_i \) is associated with the \( i \)-th inequality constraint of problem (1.12), the \( i \)-th dual variable \( v_i \) is associated with the \( i \)-th equality constraint of problem (1.12).

Let \( z \) be a feasible point: for arbitrary vectors \( u \geq 0 \) and \( v \) we trivially obtain a lower bound on \( f(z) \)

\[
L(z, u, v) \leq f(z).
\]

(1.15)

We minimize both sides of equation (1.15)

\[
\inf_{z \in Z, \ g(z) \leq 0, \ h(z) = 0} L(z, u, v) \leq \inf_{z \in Z, \ g(z) \leq 0, \ h(z) = 0} f(z)
\]

(1.16)

in order to reconstruct the original problem on the right-hand side of the expression. Since for arbitrary \( u \geq 0 \) and \( v \)

\[
\inf_{z \in Z} L(z, u, v) \leq \inf_{z \in Z, \ g(z) \leq 0, \ h(z) = 0} f(z).
\]

(1.17)

we obtain

\[
\inf_{z \in Z} L(z, u, v) \leq \inf_{z \in Z, \ g(z) \leq 0, \ h(z) = 0} f(z).
\]

(1.18)

Equation (1.18) implies that for arbitrary \( u \geq 0 \) and \( v \) the solution to

\[
\inf_{z \in Z} L(z, u, v)
\]

(1.19)

provides us with a lower bound to the original problem. The “best” lower bound is obtained by maximizing problem (1.19) over the dual variables

\[
\sup_{(u, v), \ u \geq 0} \inf_{z \in Z, \ g(z) \leq 0, \ h(z) = 0} L(z, u, v) \leq \inf_{z \in Z, \ g(z) \leq 0, \ h(z) = 0} f(z).
\]

Define the dual cost \( d(u, v) \) as follows

\[
d(u, v) = \inf_{z \in Z} L(z, u, v) \in [-\infty, +\infty].
\]

(1.20)

Then the Lagrange dual problem is defined as

\[
\sup_{(u, v), \ u \geq 0} d(u, v),
\]

(1.21)

and its optimal solution, if it exists, is denoted by \((u^*, v^*)\). The dual cost \( d(u, v) \) is the optimal value of an unconstrained optimization problem. Problem (1.20) is called the Lagrange dual subproblem. Only points \((u, v)\) with \( d(u, v) > -\infty \) are interesting for the Lagrange dual problem. A point \((u, v)\) will be called dual feasible if \( u \geq 0 \) and \( d(u, v) > -\infty \). \( d(u, v) \) is always a concave function since it is the pointwise infimum of a family of affine functions of \((u, v)\). This implies
that the dual problem is a convex optimization problem (max of a concave function over a convex set) even if the original problem is not convex. Therefore, it is easier in principle to solve the dual problem than the primal (which is in general non-convex). However, in general, the solution to the dual problem is only a lower bound of the primal problem:

\[
\sup_{(u,v), \, u \geq 0} d(u,v) \leq \inf_{z \in \mathcal{Z}, \, g(z) \leq 0, \, h(z) = 0} f(z).
\]

Such a property is called weak duality. In a simpler form, let \( f^* \) and \( d^* \) be the primal and dual optimal value, respectively,

\[
f^* = \inf_{z \in \mathcal{Z}, \, g(z) \leq 0, \, h(z) = 0} f(z), \quad (1.22a)
d^* = \sup_{(u,v), \, u \geq 0} d(u,v), \quad (1.22b)
\]

then, we always have

\[
f^* \geq d^* \quad (1.23)
\]

and the difference \( f^* - d^* \) is called the optimal duality gap. The weak duality inequality (1.23) holds also when \( d^* \) and \( f^* \) are infinite. For example, if the primal problem is unbounded below, so that \( f^* = -\infty \), we must have \( d^* = -\infty \), i.e., the Lagrange dual problem is infeasible. Conversely, if the dual problem is unbounded above, so that \( d^* = +\infty \), we must have \( f^* = +\infty \), i.e., the primal problem is infeasible.

**Remark 1.2** We have shown that the dual problem is a convex optimization problem even if the original problem is non-convex. As stated in this section, for non-convex optimization problems it is “easier” to solve the dual problem than the primal problem. However the evaluation of \( d(\bar{u}, \bar{v}) \) at a point \((\bar{u}, \bar{v})\) requires the solution of the non-convex unconstrained optimization problem (1.20), which, in general, is “not easy”.

### 1.4.1 Strong Duality and Constraint Qualifications

If \( d^* = f^* \), then the duality gap is zero and we say that strong duality holds:

\[
\sup_{(u,v), \, u \geq 0} d(u,v) = \inf_{z \in \mathcal{Z}, \, g(z) \leq 0, \, h(z) = 0} f(z). \quad (1.24)
\]

This means that the best lower bound obtained by solving the dual problem coincides with the optimal cost of the primal problem. In general, strong duality does not hold, even for convex primal problems. Constraint qualifications are conditions on the constraint functions which imply strong duality for convex problems. A detailed discussion on constraint qualifications can be found in Chapter 5 of [27].

A well known simple constraint qualification is “Slater’s condition”:

**Definition 1.1 (Slater’s condition)** Consider problem (1.12). There exists \( \hat{z} \in \mathbb{R}^s \) which belongs to the relative interior of the problem domain \( \mathcal{Z} \), which is feasible
(g(\hat{z}) \leq 0, h(\hat{z}) = 0) and for which g_j(\hat{z}) < 0 for all j for which g_j is not an affine function.

Remark 1.3 Note that Slater’s condition reduces to feasibility when all inequality constraints are linear and \( Z = \mathbb{R}^n \).

Theorem 1.5 (Slater’s theorem) Consider the primal problem (1.22a) and its dual problem (1.22b). If the primal problem is convex, Slater’s condition holds and \( f^* \) is bounded then \( d^* = f^* \).

1.4.2 Certificate of Optimality

Consider the (primal) optimization problem (1.12) and its dual (1.21). Any feasible point \( z \) gives us information about an upper bound on the cost, i.e., \( f^* \leq f(z) \). If we can find a dual feasible point \((u, v)\) then we can establish a lower bound on the optimal value of the primal problem: \( d(u, v) \leq f^* \). In summary, without knowing the exact value of \( f^* \) we can give a bound on how suboptimal a given feasible point is. In fact, if \( z \) is primal feasible and \((u, v)\) is dual feasible then \( d(u, v) \leq f^* \leq f(z) \). Therefore \( z \) is \( \varepsilon \)-suboptimal, with \( \varepsilon \) equal to the primal-dual gap, i.e., \( \varepsilon = f(z) - d(u, v) \).

The optimal value of the primal (and dual) problems will lie in the same interval

\[ f^* \in [d(u, v), f(z)] \quad \text{and} \quad d^* \in [d(u, v), f(z)]. \]

For this reason \((u, v)\) is also called a certificate that proves the (sub)optimality of \( z \). Optimization algorithms make extensive use of such criteria. Primal-dual algorithms iteratively solve primal and dual problems and generate a sequence of primal and dual feasible points \( z_k, (u_k, v_k) \), \( k \geq 0 \) until a certain \( \varepsilon \) is reached. The condition

\[ f(z_k) - d(u_k, v_k) < \varepsilon, \]

for terminating the algorithm guarantees that when the algorithm terminates, \( z_k \) is \( \varepsilon \)-suboptimal. If strong duality holds the condition can be met for arbitrarily small tolerances \( \varepsilon \).

1.5 Complementary Slackness

Consider the (primal) optimization problem (1.12) and its dual (1.21). Assume that strong duality holds. Suppose that \( z^* \) and \((u^*, v^*)\) are primal and dual feasible with zero duality gap (hence, they are primal and dual optimal):

\[ f(z^*) = d(u^*, v^*). \]

By definition of the dual problem, we have

\[ f(z^*) = \inf_{z \in Z} \left( f(z) + u^* g(z) + v^* h(z) \right). \]
Therefore
\[ f(z^*) \leq f(z^*) + u^* g_i(z^*) + v^* h_i(z^*), \quad (1.25) \]
and since \( h(z^*) = 0 \), \( u^* \geq 0 \) and \( g(z^*) \leq 0 \) we have
\[ f(z^*) \leq f(z^*) + u^* g_i(z^*) \leq f(z^*). \quad (1.26) \]
From the last equation we can conclude that
\[ u_i^* g_i(z^*) = \sum_{i=1}^{m} u_i^* g_i(z^*) = 0 \]
and since \( u_i^* \geq 0 \) and \( g_i(z^*) \leq 0 \), we have
\[ u_i^* g_i(z^*) = 0, \quad i = 1, \ldots, m. \quad (1.27) \]
Conditions (1.27) are called complementary slackness conditions. Complementary slackness conditions can be interpreted as follows. If the \( i \)-th inequality constraint of the primal problem is inactive at the optimum \( (g_i(z^*) < 0) \), then the \( i \)-th dual optimizer has to be zero \( (u_i^* = 0) \). Vice versa, if the \( i \)-th dual optimizer is different from zero \( (u_i^* > 0) \), then the \( i \)-th constraint is active at the optimum \( (g_i(z^*) = 0) \).

Relation (1.27) implies that the inequality in (1.25) holds as equality
\[ f(z^*) + \sum_i u_i^* g_i(z^*) + \sum_j v_j^* h_j(z^*) = \min_{z \in \mathbb{Z}} \left( f(z) + \sum_i u_i^* g_i(z) + \sum_j v_j^* h_j(z) \right). \quad (1.28) \]
Therefore, complementary slackness conditions implies that \( z^* \) is a minimizer of \( L(z, u^*, v^*) \).

### 1.6 Karush-Kuhn-Tucker Conditions

Consider the (primal) optimization problem (1.12) and its dual (1.21). Assume that strong duality holds. Assume that the cost functions and constraint functions \( f, g_i, h_i \) are differentiable. Let \( z^* \) and \( (u^*, v^*) \) be primal and dual optimal points, respectively. Complementary slackness conditions implies that \( z^* \) minimizes \( L(z, u^*, v^*) \) under no constraints (equation (1.28)). Since \( f, g_i, h_i \) are differentiable, the gradient of \( L(z, u^*, v^*) \) must be zero at \( z^* \)
\[ \nabla f(z^*) + \sum_i u_i^* \nabla g_i(z^*) + \sum_j v_j^* \nabla h_j(z^*) = 0. \]
In summary, the primal and dual optimal pair \( z^*, (u^*, v^*) \) of an optimization problem with differentiable cost and constraints and zero duality gap, have to
satisfy the following conditions:

\[ \nabla f(z^*) + \sum_{i=1}^{m} u_i^* \nabla g_i(z^*) + \sum_{j=1}^{p} v_j^* \nabla h_j(z^*) = 0, \]

(1.29a)

\[ u_i^* g_i(z^*) = 0, \quad i = 1, \ldots, m \]  

(1.29b)

\[ u_i^* \geq 0, \quad i = 1, \ldots, m \]  

(1.29c)

\[ g_i(z^*) \leq 0, \quad i = 1, \ldots, m \]  

(1.29d)

\[ h_j(z^*) = 0, \quad j = 1, \ldots, p \]  

(1.29e)

where equations (1.29d)-(1.29e) are the primal feasibility conditions, equation (1.29c) is the dual feasibility condition and equation (1.29b) are the complementary slackness conditions.

Conditions (1.29a)-(1.29e) are called the Karush-Kuhn-Tucker (KKT) conditions. We have shown that the KKT conditions are necessary conditions for any primal-dual optimal pair if strong duality holds and the cost and constraints are differentiable, i.e., any primal and dual optimal points \( z^*, (u^*, v^*) \) must satisfy the KKT conditions (1.29). If the primal problem is also convex then the KKT conditions are sufficient, i.e., a primal dual pair \( z^*, (u^*, v^*) \) which satisfies conditions (1.29a)-(1.29e) is a primal dual optimal pair with zero duality gap.

There are several theorems which characterize primal and dual optimal points \( z^* \) and \( (u^*, v^*) \) by using KKT conditions. They mainly differ on the type of constraint qualification chosen for characterizing strong duality. Next we report just two examples.

If a convex optimization problem with differentiable objective and constraint functions satisfies Slater’s condition, then the KKT conditions provide necessary and sufficient conditions for optimality.

**Theorem 1.6** [27, p. 244] Consider problem (1.12) and let \( Z \) be a nonempty set of \( \mathbb{R}^s \). Suppose that problem (1.12) is convex and that cost and constraints \( f, g_i \) and \( h_i \) are differentiable at a feasible \( z^* \). If problem (1.12) satisfies Slater’s condition then \( z^* \) is optimal if and only if there are \( (u^*, v^*) \) that, together with \( z^* \), satisfy the KKT conditions (1.29).

If a convex optimization problem with differentiable objective and constraint functions has a linearly independent set of active constraints gradients, then the KKT conditions provide necessary and sufficient conditions for optimality.

**Theorem 1.7** (Section 4.3.7 in [27]) Consider problem (1.12) and let \( Z \) be a nonempty open set of \( \mathbb{R}^s \). Let \( z^* \) be a feasible solution and \( A = \{ i : g_i(z^*) = 0 \} \) be the set of active constraints at \( z^* \). Suppose cost and constraints \( f, g_i \) are differentiable at \( z^* \) for all \( i \) and that \( h_j \) are continuously differentiable at \( z^* \) for all \( j \). Further, suppose that \( \nabla g_i(z^*) \) for \( i \in A \) and \( \nabla h_j(z^*) \) for \( j = 1, \ldots, p \), are linearly independent. If \( z^*, (u^*, v^*) \) are primal and dual optimal points, then they satisfy the KKT conditions (1.29). In addition, if problem (1.12) is convex, then \( z^* \) is optimal if and only if there are \( (u^*, v^*) \) that, together with \( z^* \), satisfy the KKT conditions (1.29).
The KKT conditions play an important role in optimization. In a few special cases it is possible to solve the KKT conditions (and therefore, the optimization problem) analytically. Many algorithms for convex optimization are conceived as, or can be interpreted as, methods for solving the KKT conditions as Boyd and Vandenberghe observe in [65].

The following example [27] shows a convex problem where the KKT conditions are not fulfilled at the optimum. In particular, both the constraint qualifications of Theorem 1.7 and Slater’s condition in Theorem 1.6 are violated.

\begin{example} [27, p. 196] Consider the convex optimization problem

\begin{equation}
\begin{aligned}
\min & \quad z_1 \\
\text{subj. to} & \quad (z_1 - 1)^2 + (z_2 - 1)^2 \leq 1 \\
& \quad (z_1 - 1)^2 + (z_2 + 1)^2 \leq 1
\end{aligned}
\end{equation}

\end{example}

From the graphical interpretation in Figure 1.1 it is immediate that the feasible set is a single point \( \bar{z} = [1, 0]^T \). The optimization problem does not satisfy Slater’s conditions and moreover \( \bar{z} \) does not satisfy the constraint qualifications in Theorem 1.7. At the optimum \( \bar{z} \) equation (1.29a) cannot be satisfied for any pair of nonnegative real numbers \( u_1 \) and \( u_2 \).
1.6 Karush-Kuhn-Tucker Conditions

1.6.1 Geometric Interpretation of KKT Conditions

A geometric interpretation of the KKT conditions is depicted in Figure 1.2 for an optimization problem in two dimensions with inequality constraints and no equality constraints.

Equation (1.29a) and equation (1.29c) can be rewritten as

\[-\nabla f(z) = \sum_{i \in A} u_i \nabla g_i(z), \quad u_i \geq 0, \quad (1.31)\]

where \( A = \{1,2\} \) at \( z_1 \) and \( A = \{2,3\} \) at \( z_2 \). This means that the negative gradient of the cost at the optimum \(-\nabla f(z^*)\) (which represents the direction of steepest descent) has to belong to the cone spanned by the gradients of the active constraints \( \nabla g_i \), (since inactive constraints have the corresponding Lagrange multipliers equal to zero). In Figure 1.2, condition (1.31) is not satisfied at \( z_2 \). In fact, one can move within the set of feasible points \( g(z) \leq 0 \) and decrease \( f \), which implies that \( z_2 \) is not optimal. At point \( z_1 \), on the other hand, the cost \( f \) can only decrease if some constraint is violated. Any movement in a feasible direction increases the cost. Conditions (1.31) are fulfilled and hence \( z_1 \) is optimal.
Chapter 2

Linear and Quadratic Optimization

This chapter focuses on two widely known and used subclasses of convex optimization problems: linear and quadratic programs. They are popular because many important practical problems can be formulated as linear or quadratic programs and because they can be solved efficiently. Also, they are the basic building blocks of many other optimization algorithms. This chapter presents their formulation together with their main properties and some fundamental results.

2.1 Polyhedra and Polytopes

We first introduce a few concepts needed for the geometric interpretation of linear an quadratic optimization. They will be discussed in more detail in Section 4.2.

A polyhedron \( \mathcal{P} \) in \( \mathbb{R}^n \) denotes an intersection of a finite set of closed halfspaces in \( \mathbb{R}^n \):

\[
\mathcal{P} = \{ x \in \mathbb{R}^n : Ax \leq b \},
\]

where \( Ax \leq b \) is the usual shorthand form for a system of inequalities, namely \( a'_i x \leq b_i, \ i = 1, \ldots, m \), where \( a'_i, \ldots, a'_m \) are the rows of \( A \), and \( b_1, \ldots, b_m \) are the components of \( b \). A polytope is a bounded polyhedron. In Figure 2.1 a two-dimensional polytope is plotted.

A linear inequality \( c'z \leq c_0 \) is said to be valid for \( \mathcal{P} \) if it is satisfied for all points \( z \in \mathcal{P} \). A face of \( \mathcal{P} \) is any nonempty set of the form

\[
\mathcal{F} = \mathcal{P} \cap \{ z \in \mathbb{R}^n : c'z = c_0 \},
\]

where \( c'z \leq c_0 \) is a valid inequality for \( \mathcal{P} \). All faces of \( \mathcal{P} \) satisfying \( \mathcal{F} \subseteq \mathcal{P} \) are called proper faces and have dimension less than \( \dim(\mathcal{P}) \). The faces of dimension 0,1, \( \dim(\mathcal{P})-2 \) and \( \dim(\mathcal{P})-1 \) are called vertices, edges, ridges, and facets, respectively.
2.2 Linear Programming

When the cost and the constraints of the continuous optimization problem (1.4) are affine, then the problem is called a *linear program* (LP). The most general form of a linear program is

\[
\inf_z \quad c^T z \\
\text{subj. to} \quad Gz \leq w,
\]

(2.3)

where \( G \in \mathbb{R}^{m \times s} \), \( w \in \mathbb{R}^m \). Linear programs are convex optimization problems.

Two other common forms of linear programs include both equality and inequality constraints:

\[
\inf_z \quad c^T z \\
\text{subj. to} \quad Gz \leq w \quad Az = b,
\]

(2.4)

where \( A \in \mathbb{R}^{p \times s} \), \( b \in \mathbb{R}^p \), or only equality constraints and positive variables:

\[
\inf_z \quad c^T z \\
\text{subj. to} \quad Az = b \quad z \geq 0.
\]

(2.5)

By standard simple manipulations [65, p. 146] it is always possible to convert one of the three forms (2.3), (2.4) and (2.5) into the others.

2.2.1 Geometric Interpretation and Solution Properties

Let \( \mathcal{P} \) be the feasible set (1.6) of problem (2.3). As \( Z = \mathbb{R}^s \), this implies that \( \mathcal{P} \) is a polyhedron defined by the inequality constraints in (2.3). If \( \mathcal{P} \) is empty, then
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Three cases can occur.

Case 1. The LP solution is unbounded, i.e., \( f^* = -\infty \).

Case 2. The LP solution is bounded, i.e., \( f^* > -\infty \) and the optimizer is unique. \( z^* = Z^* \) is a singleton.

Case 3. The LP solution is bounded and there are multiple optima. \( Z^* \) is an subset of \( \mathbb{R}^s \) which can be bounded or unbounded.

The two-dimensional geometric interpretation of the three cases discussed above is depicted in Figure 2.2.
The level curves of the cost function $c'z$ are represented by the parallel lines. All points $z$ belonging both to the line $c'z = k_i$ and to the polyhedron $P$ are feasible points with an associated cost $k_i$, with $k_i < k_{i-1}$. Solving (2.3) amounts to finding a feasible $z$ which belongs to the level curve with the smallest cost $k_i$. Since the gradient of the cost is $c$, the direction of steepest descent is $-c/\|c\|$.

Case 1 is depicted in Figure 2.2(a). The feasible set $P$ is unbounded. One can move in the direction of steepest descent $-c$ and be always feasible, thus decreasing the cost to $-\infty$. Case 2 is depicted in Figure 2.2(b). The optimizer is unique and it coincides with one of the vertices of the feasible polyhedron. Case 3 is depicted in Figure 2.2(c). The whole facet of the feasible polyhedron $P$ is optimal, i.e., the cost for any point $z$ belonging to the facet equals the optimal value $f^*$. In general, the optimal facet will be a facet of the polyhedron $P$ parallel to the hyperplane $c'z = 0$.

From the analysis above we can conclude that the optimizers of any bounded LP always lie on the boundary of the feasible polyhedron $P$.

### 2.2.2 Dual of LP

Consider the LP (2.3)

$$\inf_z c'z \quad \text{subj. to } Gz \leq w,$$

with $z \in \mathbb{R}^s$ and $G \in \mathbb{R}^{m \times s}$.

The Lagrange function as defined in (1.14) is

$$L(z, u) = c'z + u'(Gz - w).$$

The dual cost is

$$d(u) = \inf_z L(z, u) = \inf(c' + u'G)z - u'w = \begin{cases} -u'w & \text{if } -G'u = c \\ -\infty & \text{if } -G'u \neq c. \end{cases}$$

Since we are interested only in cases where $d$ is finite, from the relation above we conclude that the dual problem is

$$\sup_u -u'w \quad \text{subj. to } -G'u = c, u \geq 0,$$

which can be rewritten as

$$\inf_u u'u \quad \text{subj. to } G'u = -c, u \geq 0.$$
2.2.3 KKT condition for LP

The KKT conditions (1.29a)-(1.29c) for the LP (2.3) become

\[ G' u + c = 0, \]
\[ u_i (G_i z - w_i) = 0, \quad i = 1, \ldots, m \]
\[ u \geq 0, \]
\[ G z - w \leq 0. \]

They are: stationarity condition (2.9a), complementary slackness conditions (2.9b), dual feasibility (2.9c) and primal feasibility (2.9d). Often dual feasibility in linear programs refers to both (2.9a) and (2.9c).

2.2.4 Active Constraints and Degeneracies

Consider the LP (2.3). Let \( I = \{1, \ldots, m\} \) be the set of constraint indices. For any \( A \subseteq I \), let \( G_A \) and \( w_A \) be the submatrices of \( G \) and \( w \), respectively, comprising the rows indexed by \( A \) and denote with \( G_j \) and \( w_j \) the \( j \)-th row of \( G \) and \( w \), respectively. Let \( z \) be a feasible point and consider the set of active and inactive constraints at \( z \):

\[ A(z) = \{ i \in I : G_i z = w_i \} \]
\[ NA(z) = \{ i \in I : G_i z < w_i \}. \]

(2.10)

From (2.10) we have

\[ G_{A(z^*)} z^* = w_{A(z^*)} \]
\[ G_{NA(z^*)} z^* < w_{NA(z^*)}. \]

(2.11)

**Definition 2.1 (Linear Independence Constraint Qualification (LICQ))** We say that LICQ holds at \( z^* \) if the matrix \( G_{A(z^*)} \) has full row rank.

**Lemma 2.1** Assume that the feasible set \( P \) of problem (2.3) is bounded. If the LICQ is violated at \( z^*_1 \in Z^* \) then there exists \( z^*_2 \in Z^* \) such that \( |A(z^*_2)| > s \).

Consider \( z^*_2 \in Z^* \) on an optimal facet. Lemma 2.1 states the simple fact that if LICQ is violated at \( z^*_1 \), then there is a vertex \( z^*_2 \in Z^* \) on the same facet where \( |A(z^*_2)| > s \). Thus, violation of LICQ is equivalent to having more than \( s \) constraints active at an optimal vertex.

**Definition 2.2** The LP (2.3) is said to be primal degenerate if there exists a \( z^* \in Z^* \) such that the LICQ does not hold at \( z^* \).

Figure 2.3 depicts a case of primal degeneracy with four constraints active at the optimal vertex, i.e., more than the minimum number two.
**Definition 2.3** The LP (2.3) is said to be dual degenerate if its dual problem is primal degenerate.

The LICQ condition is invoked so that the optimization problem is well behaved in a way we will explain next. Let us look at the equality constraints of the dual problem (2.8) at the optimum $G'u^* = -c$ or equivalently $G'_Au^*_A = -c$ since $u^*_N = 0$. If LICQ is satisfied then the equality constraints will allow only a unique optimizer $u^*$. If LICQ is not satisfied, then the dual may have multiple optimizers. Thus we have the following Lemma.

**Lemma 2.2** If the primal problem (2.3) is not degenerate then the dual problem has a unique optimizer. If the dual problem (2.8) is not degenerate, then the primal problem has a unique optimizer.

Multiple dual optimizers imply primal degeneracy and multiple primal optimizers imply dual degeneracy but the reverse is not true as we will illustrate next. In other words LICQ is only a sufficient condition for uniqueness of the dual.

---

**Example 2.1** Primal and dual degeneracies
Consider the following pair of primal and dual LPs

Primal

$$\inf \begin{bmatrix} -1 & -1 \end{bmatrix} x$$

$$\begin{bmatrix} 0 & 1 \\ 1 & 1 \\ -1 & 0 \\ 0 & -1 \end{bmatrix} x \leq \begin{bmatrix} 1 \\ 1 \\ 0 \\ 0 \end{bmatrix}$$

(D2.12)
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Dual
\[ \text{inf } [1 \ 1 \ 0 \ 0]u \]
\[ \begin{bmatrix} 0 & 1 & -1 & 0 \\ 1 & 1 & 0 & -1 \end{bmatrix} u = \begin{bmatrix} 1 \\ 1 \end{bmatrix} \]  \hspace{1cm} (2.13)
\[ u \geq 0 \]

Substituting for \( u_3 \) and \( u_4 \) from the equality constraints in (2.13) we can rewrite the dual as

Dual
\[ \text{inf } [1 \ 1] \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \]
\[ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \begin{bmatrix} u_1 \\ u_2 \end{bmatrix} \geq \begin{bmatrix} 0 \\ 1 \\ 1 \\ 0 \end{bmatrix} \]  \hspace{1cm} (2.14)

The situation is portrayed in Figure 2.4.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example2-1}
\caption{Example 2.1. LP with Primal and Dual Degeneracy. The vectors \textit{max} and \textit{min} point in the direction for which the objective improves. The feasible sets are shaded.}
\end{figure}

Consider the two solutions for the primal LP denoted with 1 and 2 in Figure 2.4(a) and referred to as “basic” solutions. Basic solution 1 is primal non-degenerate, since it is defined by exactly as many active constraints as there are variables. Basic solution 2 is primal degenerate, since it is defined by three active constraints, i.e., more than two. Any convex combination of optimal solutions 1 and 2 is also optimal. This continuum of optimal solutions in the primal problem corresponds to a degenerate solution in the dual space, that is, the dual problem is primal-degenerate. Hence the primal problem is dual-degenerate. In conclusion, Figures 2.4(a) and 2.4(b) show an example of a primal problem with multiple optima and the corresponding dual...
problem being primal degenerate.

Next we want to show that the statement “if the dual problem is primal degenerate then the primal problem has multiple optima” is, in general, not true. Switch dual and primal problems, i.e., call the “dual problem” primal problem and the “primal problem” dual problem (this can be done since the dual of the dual problem is the primal problem). Then, we have a dual problem which is primal degenerate in solution 2 while the primal problem does not present multiple optimizers.

### 2.2.5 Convex Piecewise Affine Optimization

Consider a continuous and convex piecewise affine function $f: \mathbb{R} \subseteq \mathbb{R}^s \rightarrow \mathbb{R}$:

$$f(z) = c'_i z + d_i \quad \text{if } z \in R_i, \quad i = 1, \ldots, p, \quad (2.15)$$

where $\{R_i\}_{i=1}^p$ are polyhedral sets with disjoint interiors, $R = \bigcup_{i=1}^p R_i$ is a polyhedron and $c_i \in \mathbb{R}^s, d_i \in \mathbb{R}$. Then, $f(z)$ can be rewritten as [257]

$$f(z) = \max_{i=1, \ldots, k} \{c'_i z + d_i\}, \quad z \in R, \quad (2.16)$$

or [65]:

$$f(z) = \min_{z, \varepsilon} \varepsilon \quad \text{subject to} \quad c'_i z + d_i \leq \varepsilon, \quad i = 1, \ldots, k, \quad z \in R. \quad (2.17)$$

See Figure 2.5 for an illustration of the idea.

Consider the following optimization problem

$$f^* = \min_z f(z) \quad \text{subject to} \quad Gz \leq w, \quad z \in R, \quad (2.18)$$

where the cost function has the form (2.15). Substituting (2.17) this becomes

$$f^* = \min_{z, \varepsilon} \varepsilon \quad \text{subject to} \quad Gz \leq w, \quad c'_i z + d_i \leq \varepsilon, \quad i = 1, \ldots, k, \quad z \in R. \quad (2.19)$$

The previous result can be extended to the sum of continuous and convex piecewise affine functions. Let $f: \mathbb{R} \subseteq \mathbb{R}^s \rightarrow \mathbb{R}$ be defined as:

$$f(z) = \sum_{j=1}^r f^j(z), \quad (2.20)$$

with

$$f^j(z) = \max_{i=1, \ldots, k_j} \{c'^j_i z + d^j_i\}, \quad z \in R. \quad (2.21)$$
Then the following optimization problem

\[
    f^* = \min_z f(z) \quad \text{subj. to} \quad Gz \leq w, \quad z \in \mathbb{R},
\]

where the cost function has the form (2.20), can be solved by the following linear program:

\[
    f^* = \min_{z, \varepsilon_1, \ldots, \varepsilon_r} \varepsilon_1 + \cdots + \varepsilon_r \quad \text{subj. to} \quad Gz \leq w \quad \text{and} \quad c_i'z + d_i \leq \varepsilon_i, \quad i = 1, \ldots, k_i
\]

\[
    c_i'z + d_i \leq \varepsilon_i, \quad i = 1, \ldots, k_r
\]

\[
    z \in \mathbb{R},
\]

where $z, \varepsilon_1, \ldots, \varepsilon_r \in \mathbb{R}$. 

\[
    (2.23)
\]

**Remark 2.1** Note that the results of this section can be immediately applied to the minimization of one or infinity norms. For any $y \in \mathbb{R}$, $|y| = \max \{y, -y\}$. Therefore for any $Q \in \mathbb{R}^{k \times s}$ and $p \in \mathbb{R}^k$:

\[
    \|Qz - p\|_{\infty} = \max\{Q_1'z + p_1, -Q_1'z - p_1, \ldots, Q_k'z + p_k, -Q_k'z - p_k\},
\]

and

\[
    \|Qz - p\|_1 = \sum_{i=1}^k |Q_i'z + p_i| = \sum_{i=1}^k \max\{Q_i'z + p_i, -Q_i'z - p_i\}.
\]

### 2.3 Quadratic Programming

The continuous optimization problem (1.4) is called a *quadratic program* (QP) if the constraint functions are affine and the cost function is a convex quadratic function.
In this book we will use the form:

$$\min_z \frac{1}{2} z'Hz + q'z + r$$

subj. to

$$Gz \leq w,$$  

where $z \in \mathbb{R}^s$, $H = H' > 0 \in \mathbb{R}^{s \times s}$, $q \in \mathbb{R}^s$, $G \in \mathbb{R}^{m \times s}$. In (2.24) the constant term can be omitted if one is only interested in the optimizer.

Other QP forms often include equality and inequality constraints:

$$\min_z \frac{1}{2} z'Hz + q'z + r$$

subj. to

$$Gz \leq w$$

$$Az = b.$$  

(2.25)

### 2.3.1 Geometric Interpretation and Solution Properties

Let $\mathcal{P}$ be the feasible set (1.6) of problem (2.24). As $Z = \mathbb{R}^s$, this implies that $\mathcal{P}$ is a polyhedron defined by the inequality constraints in (2.24). The two dimensional geometric interpretation is depicted in Figure 2.6. The level curves of the cost function $\frac{1}{2} z'Hz + q'z + r$ are represented by the ellipsoids. All the points $z$ belonging both to the ellipsoid $\frac{1}{2} z'Hz + q'z + r = k_i$ and to the polyhedron $\mathcal{P}$ are feasible points with an associated cost $k_i$. The smaller the ellipsoid, the smaller is its cost $k_i$. Solving (2.24) amounts to finding a feasible $z$ which belongs to the level curve with the smallest cost $k_i$. Since $H$ is strictly positive definite, the QP (2.24) cannot have multiple optima nor unbounded solutions. If $\mathcal{P}$ is not empty the optimizer is unique. Two cases can occur if $\mathcal{P}$ is not empty:

**Case 1.** The optimizer lies strictly inside the feasible polyhedron (Figure 2.6(a)).

**Case 2.** The optimizer lies on the boundary of the feasible polyhedron (Figure 2.6(b)).
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In case 1 the QP (2.24) is unconstrained and we can find the minimizer by setting the gradient equal to zero

\[ H z^* + q = 0. \] (2.26)

Since \( H \succ 0 \) we obtain \( z^* = -H^{-1}q \).

### 2.3.2 Dual of QP

Consider the QP (2.24)

\[
\min_z \quad \frac{1}{2} z'Hz + q'z \\
\text{subj. to} \quad Gz \leq w.
\]

The Lagrange function as defined in (1.14) is

\[ L(z, u) = \frac{1}{2} z'Hz + q'z + u'(Gz - w). \]

The dual cost is

\[ d(u) = \min_z \frac{1}{2} z'Hz + q'z + u'(Gz - w) \] (2.27)

and the dual problem is

\[ \max_{u \geq 0} \min_z \frac{1}{2} z'Hz + q'z + u'(Gz - w). \] (2.28)

For a given \( u \) the Lagrange function \( \frac{1}{2} z'Hz + q'z + u'(Gz - w) \) is convex. Therefore it is necessary and sufficient for optimality that the gradient is zero

\[ H z + q + G'u = 0. \]

From the equation above we can derive \( z = -H^{-1}(q + G'u) \) and, substituting this in equation (2.27), we obtain:

\[ d(u) = -\frac{1}{2} u'((GH^{-1}G')u - u'(w + GH^{-1}q)) - \frac{1}{2} q'H^{-1}q. \] (2.29)

By using (2.29) the dual problem (2.28) can be rewritten as:

\[ \min_u \quad \frac{1}{2} u'(GH^{-1}G')u + u'(w + GH^{-1}q) + \frac{1}{2} q'H^{-1}q \]

subj. to \( u \geq 0 \). (2.30)

Note that for convex QPs feasibility implies strong duality (Remark 1.3).

### 2.3.3 KKT conditions for QP

Consider the QP (2.24). Then, \( \nabla f(z) = Hz + q \), \( g_i(z) = G_iz - w_i \) (where \( G_i \) is the \( i \)-th row of \( G \)), \( \nabla g_i(z) = G_i' \). The KKT conditions become

\[
\begin{align*}
Hz + q + G'u &= 0 \quad (2.31a) \\
 w_i(G_iz - w_i) &= 0, \quad i = 1, \ldots, m \quad (2.31b) \\
u &\geq 0 \quad (2.31c) \\
Gz - w &\leq 0. \quad (2.31d)
\end{align*}
\]
2.3.4 Active Constraints and Degeneracies

Consider the definition of active set $A(z)$ in (2.10). Note that $A(z^*)$ may be empty in the case of a QP. We define primal and dual degeneracy as in the LP case.

**Definition 2.4** The QP (2.24) is said to be primal degenerate if there exists a $z^* \in Z^*$ such that the LICQ does not hold at $z^*$.

Note that if the QP (2.24) is not primal degenerate, then the dual QP (2.30) has a unique solution since $u_{NA}^* = 0$ and $(G_A H^{-1} G_A')$ is invertible.

**Definition 2.5** The QP (2.24) is said to be dual degenerate if its dual problem is primal degenerate.

We note from (2.30) that all the constraints are independent. Therefore LICQ always holds for dual QPs and dual degeneracy can never occur for QPs with $H > 0$.

2.3.5 Constrained Least-Squares Problems

The problem of minimizing the convex quadratic function

$$\|Az - b\|^2_2 = z' A' A z - 2 b' A z + b' b$$

(2.32)

is an (unconstrained) QP. It arises in many fields and has many names, e.g., linear regression or least-squares approximation. From (2.26) we find the minimizer

$$z^* = (A' A)^{-1} A' b = A^\dagger b,$$

where $A^\dagger$ is the generalized inverse of $A$. When linear inequality constraints are added, the problem is called constrained linear regression or constrained least-squares, and there is no longer a simple analytical solution. As an example we can consider regression with lower and upper bounds on the variables, i.e.,

$$\min_z \quad \|Az - b\|^2_2$$

subj. to \quad $l_i \leq z_i \leq u_i, \; i = 1, \ldots, n,$

(2.33)

which is a QP. In Chapter 6.3.1 we will show how to compute an analytical solution to the constrained least-squares problem. In particular we will show how to compute the solution $z^*$ as a function of $b$, $u_i$ and $l_i$.

2.4 Mixed-Integer Optimization

As discussed in Section 1.1.2, if the decision set $Z$ in the optimization problem (1.2) is the Cartesian product of a binary set and a real Euclidian space, i.e., $Z \subseteq \{[z_c, z_b] : z_c \in \mathbb{R}^{s_c}, z_b \in \{0, 1\}^{s_b}\}$, then the optimization problem is said to be
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mixed-integer. In this section Mixed Integer Linear Programming (MILP) and Mixed Integer Quadratic Programming (MIQP) are introduced.

When the cost of the optimization problem (1.10) is quadratic and the constraints are affine, then the problem is called a mixed integer quadratic program (MIQP). The most general form of an MIQP is

\[
\begin{align*}
\inf_{z_c, z_b} & \quad \frac{1}{2} z' H z + q' z + r \\
\text{subj. to} & \quad G_c z_c + G_b z_b \leq w \\
& \quad A_c z_c + A_b z_b = b \\
& \quad z_c \in \mathbb{R}^{s_c}, \quad z_b \in \{0,1\}^{s_b} \\
& \quad z = [z_c, z_b],
\end{align*}
\]  

(2.34)

where \( H \succeq 0 \in \mathbb{R}^{s \times s} \), \( G_c \in \mathbb{R}^{m \times s_c} \), \( G_b \in \mathbb{R}^{m \times s_b} \), \( w \in \mathbb{R}^m \), \( A_c \in \mathbb{R}^{p \times s_c} \), \( A_b \in \mathbb{R}^{p \times s_b} \), \( b \in \mathbb{R}^p \) and \( s = s_c + s_d \). Mixed integer quadratic programs are nonconvex optimization problems, in general. When \( H = 0 \) the problem is called a mixed integer linear program (MILP). Often the term \( r \) is omitted from the cost since it does not affect the optimizer, but \( r \) has to be considered when computing the optimal value. In this book we will often use the form of MIQP with inequality constraints only

\[
\begin{align*}
\inf_{z_c, z_b} & \quad \frac{1}{2} z' H z + q' z + r \\
\text{subj. to} & \quad G_c z_c + G_b z_b \leq w \\
& \quad z_c \in \mathbb{R}^{s_c}, \quad z_b \in \{0,1\}^{s_b} \\
& \quad z = [z_c, z_b].
\end{align*}
\]  

(2.35)

The general form can always be translated into the form with inequality constraints only by standard simple manipulations.

For a fixed integer value \( \bar{z}_b \) of \( z_b \), the MIQP (2.34) becomes a quadratic program:

\[
\begin{align*}
\inf_{z_c} & \quad \frac{1}{2} z_c' H_c z_c + q_c(\bar{z}_b)' z_c + k(\bar{z}_b) \\
\text{subj. to} & \quad G_c z_c \leq w - G_b \bar{z}_b \\
& \quad A_c z_c = b_{eq} - A_b \bar{z}_b \\
& \quad z_c \in \mathbb{R}^{s_c}.
\end{align*}
\]  

(2.36)

Therefore the most obvious way to interpret and solve an MIQP is to enumerate all the \( 2^{s_b} \) integer values of the variable \( z_b \) and solve the corresponding QPs. By comparing the \( 2^{s_b} \) optimal costs one can derive the optimizer and the optimal cost of the MIQP (2.34). Although this approach is not used in practice, it gives a simple way for proving what is stated next. Let \( \mathcal{P}_{\bar{z}_b} \) be the feasible set (1.6) of problem (2.35) for a fixed \( z_b = \bar{z}_b \). The cost is a quadratic function defined over \( \mathbb{R}^{s_c} \) and \( \mathcal{P}_{\bar{z}_b} \) is a polyhedron defined by the inequality constraints

\[
G_c z_c \leq w - G_b \bar{z}_b.
\]  

(2.37)

Denote by \( f^* \) the optimal value and by \( Z^* \) the set of optimizers of problem (2.34) If \( \mathcal{P}_{\bar{z}_b} \) is empty for all \( z_b \), then the problem (2.35) is infeasible. Five cases can occur if \( \mathcal{P}_{\bar{z}_b} \) is not empty for at least one \( z_b \in \{0,1\}^{s_b} \):

**Case 1.** The MIQP solution is unbounded, i.e., \( f^* = -\infty \). This cannot happen if \( H_c \succ 0 \).
Case 2. The MIQP solution is bounded, i.e., \( f^* > -\infty \) and the optimizer is unique. \( Z^* \) is a singleton.

Case 3. The MIQP solution is bounded and there are infinitely many optimizers corresponding to the same integer value. \( Z^* \) is the Cartesian product of an infinite dimensional subset of \( \mathbb{R}^s \) and an integer number \( z^*_b \). This cannot happen if \( H_c \succ 0 \).

Case 4. The MIQP solution is bounded and there are finitely many optimizers corresponding to different integer values. \( Z^* \) is a finite set of optimizers \( \{(z^*_1, c, z^*_1, b), \ldots, (z^*_N, c, z^*_N, b)\} \).

Case 5. The union of Case 3 and Case 4.
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There is a great variety of algorithms for the solution of unconstrained and constrained optimization problems. In this chapter we introduce those algorithms, which are important for the problems encountered in this book and explain the underlying concepts. In particular, we present numerical methods for finding a minimizer \( z^* \) to the optimization problem

\[
\begin{align*}
\min_{z} & \quad f(z) \\
\text{subj. to} & \quad z \in S,
\end{align*}
\]

where both the objective function \( f : \mathbb{R}^s \to \mathbb{R} \) and the feasible set \( S \) are convex, hence (3.1) is a convex program. We will assume that if the problem is feasible, an optimizer \( z^* \in S \) exists, i.e., \( f^* = f(z^*) \).

3.1 Convergence

Many model predictive control problems for linear systems have the form of problem (3.1) with a linear or convex quadratic objective function and a polyhedral feasible set \( S \) defined by linear equalities and inequalities. In all but the simplest cases, analytically finding a minimizer \( z^* \) is impossible. Hence, one has to resort to numerical methods, which compute an approximate minimizer that is 'good enough' (we give a precise definition of this term below). Any such method proceeds in an iterative manner, i.e., starting from an initial guess \( z^0 \), it computes a
sequence \( \{z^k\}^{k=k_{\text{max}}} \), where
\[
z^{k+1} = \Psi \left( z^k, f, S \right),
\]
with \( \Psi \) being an update rule depending on the method. For a method to be useful, it should terminate after \( k_{\text{max}} \) iterations and return an approximate minimizer \( z^{k_{\text{max}}} \) that satisfies
\[
|f \left( z^{k_{\text{max}}} \right) - f \left( z^* \right) | \leq \epsilon \quad \text{and} \quad \text{dist} (z^{k_{\text{max}}}, S) \leq \delta,
\]
where
\[
\text{dist}(z, S) = \min_{y \in S} \| y - z \|
\]
is the shortest distance between a point and a set in \( \mathbb{R}^s \) measured by the norm \( \| \cdot \| \). The parameters \( \epsilon, \delta > 0 \) define the required accuracy of the approximate minimizer.

There exist mainly two classes of optimization methods for solving (3.1): first-order methods that make use of first-order information of the objective function (subgradients or gradients) and second-order methods using in addition second-order information (Hessians). Note that either method may also use zero-order information, i.e., the objective value itself, for instance, to compute step sizes.

In the following list, key aspects that are important for any optimization method are summarized. Some of these aspects are discussed in detail for the corresponding optimization methods later in this chapter.

- **Convergence:** Is \( k_{\text{max}} \) finite for all accuracies \( \epsilon, \delta > 0 \)?
- **Convergence rate:** How do errors \( |f \left( z^k \right) - f \left( z^* \right) | \) and \( \text{dist}(z^k, S) \) depend on the iteration counter \( k \)?
- **Feasibility:** Does the method produce feasible iterates, i.e., \( \text{dist}(z^k, S) = 0 \) for all iterations \( k \)?
- **Numerical robustness:** Do the properties above change in presence of finite precision arithmetics when using fixed or floating point number representations?
- **Warm-starting:** Can the method take advantage of \( z^0 \) being close to a minimizer \( z^* \)?
- **Preconditioning:** Is it possible to transform (3.1) into an equivalent problem that can be solved in fewer iterations?
- **Computational complexity:** How many arithmetic operations are needed for computing the approximate solution \( z^{k_{\text{max}}} \)?

The speed or rate of convergence relates to the second point in the list above and is an important distinctive feature between various methods. We present a definition of convergence rates next.
Definition 3.1 (Convergence Rates (cf. [223, Section 2.2])) Let \( \{e^k\} \) be a sequence of positive reals that converges to 0. The convergence rate of this sequence is called linear if there exists a constant \( q \in (0, 1) \) such that

\[
\limsup_{k \to \infty} \frac{e^{k+1}}{e^k} \leq q.
\]

If \( q = 1 \), the convergence rate is said to be sublinear, whereas if \( q = 0 \), the sequence has a superlinear convergence rate. A superlinearly converging sequence converges with order \( p \) if

\[
\limsup_{k \to \infty} \frac{e^{k+1}}{e^{kp}} \leq C,
\]

where \( C \) is a positive constant, not necessarily less than 1. In particular, superlinear convergence with order \( p = 2 \) is called quadratic convergence.

For an optimization method, the sequence \( \{e^k\} \) in the definition above can be any sequence of errors associated with the particular method, e.g. \( e^k \) can be defined as the absolute error in the objective value

\[
e^k = \left| f(z^k) - f(z^*) \right|
\]

or any other nonnegative error measure that vanishes only at a minimizer \( z^* \).

In the previous classification of convergence rates, sublinear convergence is eventually slower than linear convergence which itself is eventually slower than superlinear convergence. Within superlinear convergence rates, the ones with higher order converge faster eventually. However, for a fixed number of iterations, the actual ordering of convergence rates also depends on constants \( q \) and \( C \), for instance, a linearly converging sequence with a small value of \( q \) might have a smaller error after 10 steps than a quadratically converging sequence.

In the remainder of this chapter we first introduce methods that solve the unconstrained problem, i.e., \( S = \mathbb{R}^s \), in Section 3.2. They are the prerequisite for understanding constrained optimization methods, i.e., \( S \subset \mathbb{R}^s \), which are then presented in Section 3.3.

### 3.2 Unconstrained Optimization

In unconstrained smooth optimization we are interested in solving the problem

\[
\min_z f(z),
\]

where \( f : \mathbb{R}^s \to \mathbb{R} \) is convex and continuously differentiable.

For the purpose of this section, we focus on so-called descent methods for unconstrained optimization. These methods obtain the next iterate \( z^{k+1} \) from the current iterate \( z^k \) by taking a step of size \( h^k > 0 \) along a certain direction \( d^k \):

\[
z^{k+1} = z^k + h^k d^k
\]
Particular methods differ in the way $d^k$ and $h^k$ are chosen. In general, $d^k$ has to be a descent direction, i.e., for all $z^k \neq z^*$ it must satisfy
\[ \nabla f(z^k)'d^k < 0. \] (3.4)

The step sizes $h^k$ have to be chosen carefully in order to ensure a sufficiently large decrease in the function value, which is crucial for convergence of descent methods. Since solving for the optimal step size,
\[ h^{k,*} \in \arg \min_{h \geq 0} f(z^k + hd^k), \]
is generally too expensive, *inexact line search* methods are used instead. They compute $h^k$ cheaply and achieve a reasonably good decrement in the function value ensuring convergence of the algorithm. We discuss line search methods in Section 3.2.3.

In the following, we present two of the most important instances of descent methods: the classic gradient method in Section 3.2.1 and Newton’s method in Section 3.2.2. We include Nesterov’s fast gradient method in the discussion along with gradient methods, although it is not a descent method. We shall see that gradient methods, under certain assumptions on the gradient of $f$, allow for a constant step size, which results in an extremely simple and efficient algorithm in practice. Newton’s method, on the contrary, requires a line search to ensure global convergence, but it has a better (local) convergence rate than gradient methods.

### 3.2.1 Gradient Methods

#### Classic Gradient Method

One property of the gradient of $f$ evaluated at $z^k$, $\nabla f(z^k)$, is that it points into the direction of steepest local ascent. The main idea of gradient methods for minimization is therefore to use the anti-gradient direction as a descent direction,
\[ d^k = -\nabla f(z^k), \]
trivially satisfying (3.4). Before turning to the question of appropriate step sizes $h^k$, we introduce an additional assumption on the gradient of $f$. For the remainder of this section, we assume that $f$ has a Lipschitz continuous gradient, i.e., that $f$ is so-called $L$-smooth. All of the upcoming results regarding Lipschitz continuity of the gradient are taken from [220, Section 1.2.2].

**Definition 3.2 (L-Smoothness of a Function)** Let $f: \mathbb{R}^s \to \mathbb{R}$ be once continuously differentiable on $\mathbb{R}^s$. The gradient $\nabla f$ is Lipschitz continuous on $\mathbb{R}^s$ with Lipschitz constant $L > 0$ if for all pairs $(z, y) \in \mathbb{R}^s \times \mathbb{R}^s$
\[ \|\nabla f(z) - \nabla f(y)\| \leq L \|z - y\|. \]

If function $f$ is twice continuously differentiable, $L$-smoothness can be characterized using the largest eigenvalue of the Hessian of $f$. This alternative characterization can be useful in order to compute the actual value of the Lipschitz constant.
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Let function $f : \mathbb{R}^s \to \mathbb{R}$ be twice continuously differentiable on $\mathbb{R}^s$. Then the gradient $\nabla f$ is Lipschitz continuous on $\mathbb{R}^s$ with Lipschitz constant $L > 0$ if and only if for all $z \in \mathbb{R}^s$

$$\|\nabla^2 f(z)\| \leq L.$$  

The most important consequence of Lipschitz continuity of the gradient is that $f$ can be globally upper-bounded by a quadratic. This is expressed in the next lemma and illustrated in Figure 3.1.

**Algorithm 3.1** Gradient method for smooth convex optimization

**Input:** Initial iterate $z^0 \in \mathbb{R}^s$, Lipschitz constant $L$ of $\nabla f$

**Output:** Point close to $z^*$

**Repeat**

$$z^{k+1} \leftarrow z^k - \frac{1}{L} \nabla f(z^k)$$

**Until** stopping criterion is satisfied

**Lemma 3.2 (Descent Lemma)** Let $f$ be $L$-smooth on $\mathbb{R}^s$. Then for any pair $(z, y) \in \mathbb{R}^s \times \mathbb{R}^s$ we have

$$f(z) \leq f(y) + \nabla f(y)'(z - y) + \frac{L}{2} \|z - y\|^2. \quad (3.5)$$
We now return to the choice of step sizes \( h^k \) in (3.3). Notice that interpreting the next iterate \( z^{k+1} \) as the result of minimizing a quadratic at the previous iterate \( z^k \),

\[
z^{k+1} = \arg\min_z \tilde{f}(z, z^k), \tag{3.6}
\]

where we define

\[
\tilde{f}(z, z^k) = f(z^k) + \nabla f(z^k)'(z - z^k) + \frac{1}{2h^k}\|z - z^k\|^2, \tag{3.7}
\]
yields after some standard calculus the classic gradient update rule

\[
z^{k+1} = z^k - h^k \nabla f(z^k).
\]

The quadratic function \( \tilde{f}(z, z^k) \) in (3.7) is parametrized by the step length \( h^k \). Choosing it as \( h^k = \frac{1}{L} \), the quadratic \( \tilde{f}(z, z^k) \) becomes an upper bound on \( f \) (Lemma 3.2). Convergence of the gradient method can then be shown using the relation

\[
f(z^{k+1}) \overset{(1)}{\leq} \tilde{f}(z^{k+1}, z^k) \overset{(2)}{\leq} \tilde{f}(z^k, z^k) = f(z^k), \tag{3.8}
\]

where the first and second inequality are due to (3.5) and (3.6) respectively. In fact, the second inequality is strict for \( z^k \neq z^* \).

The gradient method with constant step size summarized in Algorithm 3.1 can be shown to converge sublinearly with the number of iterations growing proportionally to \( L/\epsilon \cdot \|z^0 - z^*\|^2 \) [220, Corollary 2.1.2]. The required level of suboptimality \( \epsilon > 0 \) is hereby defined in terms of the error in the objective value \( f(z^k) - f^* \). Note that in case of a constant step size, the gradient method is an extremely simple, division-free algorithm (given that the gradient \( \nabla f \) can be computed without divisions).

**Remark 3.1** If the Lipschitz constant \( L \) is unknown, a simple strategy is to start with an initial guess \( \tilde{L} > 0 \), solve for \( z^{k+1} \) according to (3.6) with \( h^k = 1/\tilde{L} \) and then check whether the first inequality in (3.8) holds true. If so, the quadratic objective in (3.6) was a (local) upper bound of \( f \) and minimization consequently leads to a decrease in the function value, i.e., \( f(z^{k+1}) < f(z^k) \). Otherwise, the current guess for the Lipschitz constant needs to be increased, e.g. \( \tilde{L} = 2\tilde{L} \), and the procedure repeated. Termination is guaranteed because \( f \) was assumed \( L \)-smooth.

**Algorithm 3.2** Fast gradient method for smooth convex optimization

**Input:** Initial iterates \( z^0 \in \mathbb{R}^s, y^0 = z^0, \alpha^0 = \frac{1}{L} (\sqrt{5} - 1) \), Lipschitz constant \( L \) of \( \nabla f \)

**Output:** Point close to \( z^* \)

**Repeat**

\[
\begin{align*}
z^{k+1} &\leftarrow y^k - \frac{1}{L} \nabla f(y^k) \\
\alpha^{k+1} &\leftarrow \frac{\alpha^k}{2} \left( \sqrt{\alpha^k + 4} - \alpha^k \right)
\end{align*}
\]
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\[ \beta^k \leftarrow \frac{\alpha^k(1-\alpha^k)}{\alpha^k+\alpha^k+1} \]
\[ y^{k+1} \leftarrow z^{k+1} + \beta^k (z^{k+1} - z^k) \]

Until stopping criterion is satisfied

\[
\beta^k \leftarrow \frac{\alpha^k(1-\alpha^k)}{\alpha^k+\alpha^k+1} \\
y^{k+1} \leftarrow z^{k+1} + \beta^k (z^{k+1} - z^k) \\
\text{Until stopping criterion is satisfied}
\]

Fast Gradient Method

An accelerated version of the gradient method, Nesterov’s fast gradient method [220, Section 2.2], is given in Algorithm 3.2. The basic idea behind this method is to take the gradient at an affine combination of the previous two iterates, i.e., the gradient is evaluated at

\[ y^k = z^k + \beta^{k-1} (z^k - z^{k-1}) \]

for some carefully chosen \( \beta^{k-1} \in (0, 1) \). This two-step method can be shown to converge sublinearly with the number of iterations growing proportionally to \( \sqrt{L/\epsilon} \cdot \|z^0 - z^*\| \) [220, Theorem 2.2.2]. This is the best convergence rate for \( L \)-smooth problems using only first-order information (see [220, Section 2.1] for details). The mathematical reasoning behind the improved convergence rate and optimality of the fast gradient method amongst all first-order methods is quite involved and beyond the scope of this book.

Example 3.1 Gradient method vs. fast gradient method for quadratic functions

Consider the optimization problem given by

\[ \min \frac{1}{2} z' Hz + q' z, \]

where the Hessian and the linear cost vector are given by

\[ H = \begin{bmatrix} 0.2 & 0.2 \\ 0.2 & 2 \end{bmatrix} \quad \text{and} \quad q = \begin{bmatrix} -0.1 \\ 0.1 \end{bmatrix}. \]

For quadratic functions, a tight Lipschitz constant \( L \) of the gradient can be determined by computing the largest eigenvalue of the Hessian (Lemma 3.1), i.e.

\[ L = \lambda_{\text{max}}(H), \quad (3.9) \]

here \( L = 2.022 \). The upper left plot in Figure 3.2 shows the first 10 iterations of the gradient method with constant step size \( 1/L \) (Algorithm 3.1). The upper right and lower left plot show the first 10 iterations using larger (but constant) step sizes, which correspond to underestimating the tight Lipschitz constant \( L \). It can be shown that if \( L \) is underestimated by a factor of 2 or more, convergence is lost (cf. lower left plot). The lower right plot shows the iterates of the fast gradient method using the tight Lipschitz constant (Algorithm 3.2). Contrary to the gradient method, the fast gradient method generates a non-monotonically decreasing error sequence.

Strongly Convex Problems

In the case where the objective function \( f \) in (3.2) is also strongly convex, linear convergence rates can be established for both the gradient method and the fast
gradient method. The following theorems from [151, Section B] characterize strong convexity whenever the function is once or twice continuously differentiable. For an illustration of this property see Figure 3.1.

**Theorem 3.1 (Strong Convexity: First-Order Characterization)** Let function \( f : \mathbb{R}^s \to \mathbb{R} \) be once continuously differentiable on \( \mathbb{R}^s \). Then \( f \) is strongly convex on \( \mathbb{R}^s \) with convexity parameter \( \mu > 0 \) if and only if for all pairs \( (z, y) \in \mathbb{R}^s \times \mathbb{R}^s \)

\[
f(z) \geq f(y) + \nabla f(y)'(z - y) + \frac{\mu}{2} \|z - y\|^2.
\]

**Theorem 3.2 (Strong Convexity: Second-Order Characterization)** Let \( f : \mathbb{R}^s \to \mathbb{R} \) be twice continuously differentiable on \( \mathbb{R}^s \). Then \( f \) is strongly convex on \( \mathbb{R}^s \) with parameter \( \mu > 0 \) if and only if for all \( z \in \mathbb{R}^s \)

\[
\nabla^2 f(z) \succeq \mu I_s.
\]

**Algorithm 3.3** Fast gradient method for smooth strongly convex optimization
3.2 Unconstrained Optimization

Input: Initial iterates $z^0 \in \mathbb{R}^s$, $y^0 = z^0$; $0 < \sqrt{\mu/L} \leq \alpha^0 < 1$, Lipschitz constant $L$ of $\nabla f$, strong convexity parameter $\mu$ of $f$

Output: Point close to $z^*$

Repeat
$$z^{k+1} \leftarrow y^k - \frac{1}{L} \nabla f(y^k)$$
Compute $\alpha^{k+1} \in (0, 1)$:
$$\alpha^{k+1} = (1 - \alpha^k) \alpha^{k+1} + \frac{\mu^{k+1}}{L}$$
$$\beta^k \leftarrow \frac{\alpha^k (1 - \alpha^k)}{\alpha^{k+1} + \alpha^k}$$
$$y^{k+1} \leftarrow z^{k+1} + \beta^k (z^{k+1} - z^k)$$

Until stopping criterion is satisfied

From Theorem 3.1 it follows that a differentiable strongly convex function can be lower-bounded by a quadratic. Relating this to the quadratic upper bound in Lemma 3.2, the inequality
$$\kappa_f = \frac{L}{\mu} \geq 1$$
follows intuitively. The constant $\kappa_f$ is the so-called condition number of the $L$-smooth and strongly convex function $f$.

With the additional assumption of strong convexity, it can be shown that the gradient method in Algorithm 3.1 converges linearly with the number of iterations growing proportionally to $\kappa_f \cdot \ln(1/\epsilon)$ [220, Theorem 2.1.15] with $\epsilon > 0$ being the required level of suboptimality in terms of the error in the objective. In order for the fast gradient method in Algorithm 3.2 to achieve linear convergence rate, it either needs to be modified or restarted after a number of steps that depends on the condition number $\kappa_f$. In both cases it can be shown that the number of iterations grows proportionally to $\sqrt{\kappa_f} \cdot \ln(1/\epsilon)$ [220, Theorem 2.2.2]. This is the best convergence rate for $L$-smooth and strongly convex problems using only first-order information (see [220, Section 2.1] for details). A modified fast gradient method that takes strong convexity into account explicitly and thus does not need restarting is given in Algorithm 3.3.

Example 3.2 Strong convexity parameter of a quadratic function

Let $f : \mathbb{R}^s \rightarrow \mathbb{R}$ be a quadratic function defined as
$$f(z) = \frac{1}{2} z' H z + q' z$$
with $H \succ 0$. Then, by Theorem 3.2, the (tight) parameter for strong convexity $\mu$ is the smallest eigenvalue of the Hessian $H$, i.e.
$$\mu = \lambda_{\text{min}}(H).$$

For the Hessian given in Example 3.1 we therefore have $\mu = 0.178$, and the condition number is $\kappa_f = 11.36$. From the convergence results for the gradient method and the fast gradient method for the strongly convex case it follows that condition numbers close to 1 lead to fast convergence. So, for this example, fast convergence can be guaranteed for both methods.
Preconditioning

In the previous section we have seen that for gradient methods the number of iterations to find an approximate minimizer depends on the condition number $\kappa_f$. In practice, a high condition number usually indicates that many iterations of Algorithm 3.1 and Algorithm 3.3 are needed to achieve the specified accuracy. To improve the conditioning of the problem and thus to lower the amount of computation needed to obtain an approximate minimizer, one can transform problem (3.2) into an equivalent problem by a variable transformation

$$y = Pz$$

with $P$ invertible. The aim is to choose the preconditioner $P$ such that the new objective function $h(y) = f(P^{-1}y)$ has a smaller condition number, i.e., $\kappa_h < \kappa_f$. Intuitively, the best choice for $P$ is one that achieves a circular shape of the level sets of the objective function or at least comes close to it. Mathematically speaking, the preconditioner matrix $P$ should be such that $\kappa_h \approx 1$. Finding optimal preconditioners for which $\kappa_h = 1$ is impossible for all but the simplest cases. We give one such example in the following.

**Example 3.3** Optimal preconditioner for a quadratic function

Let $f(z) = \frac{1}{2}z^THz + q^Tz$ with Hessian $H \succ 0$. It is easily verified that $P = H^{1/2}$ is the optimal preconditioner for which $\kappa_h = 1$, since $h(y) = \frac{1}{2}y^T y + q^T H^{-1/2} y$. However, computing $H^{1/2}$ and its inverse is more expensive than minimizing $f$, which only requires the inverse $H^{-1}$. So nothing has been gained from preconditioning in this example.

Stopping Criteria

Stopping criteria test whether the current iterate $z^k$ is optimal or, more practically, has attained an acceptable level of suboptimality. In optimization, the most natural stopping criterion is

$$f(z^k) - f^* \leq \epsilon,$$  \hspace{1cm} (3.10)

where $\epsilon > 0$ is an accuracy measure specified by the user. However, since the optimal value $f^*$ is rarely known, we look for a computable **lower bound** $\underline{f}^{k,*}$ ($\leq f^*$), so that we arrive at the evaluable sufficient condition for (3.10)

$$f(z^k) - \underline{f}^{k,*} \leq \epsilon.$$

The latter stopping criterion works for any $\epsilon > 0$ if the lower bounds $\underline{f}^{k,*}$ converge to the optimal value $f^*$ for an increasing iteration counter $k$.

For differentiable convex functions such lower bounds can be constructed right from the definition of convexity, i.e.

$$f^* \geq f(z^k) + \nabla f(z^k)'(z^* - z^k)
\geq f(z^k) - \|\nabla f(z^k)\|\|z^* - z^k\|,$$
where the last inequality is due to Cauchy-Schwarz. Observe that for any converging method, this lower bound converges to $f^*$ from below since the gradient at the minimizer $z^*$ vanishes in unconstrained optimization.

For many problems, the distance between an iterate and the minimizer can be upper-bounded, i.e., $\|z^*-z^k\| \leq R$ for all iterations $k$. Consequently, we end up with the evaluable stopping criterion

$$\|\nabla f(z^k)\| R \leq \epsilon,$$

which is sufficient for (3.10).

More sophisticated stopping criteria can be derived if properties such as strong convexity of function $f$ are exploited. For more details, we refer the interested reader to [250, Section 6.3].

**Summary**

In this section, we have discussed the concept of descent methods and presented one of the most important instances, the classic gradient method for smooth convex optimization. Although not a descent method in its basic form, Nesterov’s fast gradient method was included due to its simplicity and improved speed of convergence. Both methods are particularly useful in the strongly convex case, where they converge linearly, with the fast gradient method attaining the best theoretical convergence rate possible for first-order methods. Despite a slower theoretical (and most of the time also practical) convergence, the classic gradient method is well-suited for processors with fixed-point arithmetic, for instance field-programmable gate arrays (FPGAs), because of its numerical robustness against inaccurate computations. For the fast gradient method, recent research, e.g. [97], indicates that care has to be taken if inexact gradients are used. When using gradient methods in practice, preconditioning should be applied to decrease the condition number of the problem in order to decrease the number of iterations needed. The latter can also be achieved by warm-starting, i.e., starting the methods from a point $z^0$ close to a minimizer $z^*$. This follows immediately from the dependence of the number of iterations on the distance $\|z^0-z^*\|$. More information and links to the literature can be found in [250].

### 3.2.2 Newton’s Method

The (fast) gradient method uses only first-order information of the function $f$. A much more quickly converging algorithm, at least locally, can be obtained when using second-order information, i.e., the Hessian $\nabla^2 f$. In the following, we assume $f$ to be $\mu$-strongly convex; hence the Hessian $\nabla^2 f$ is positive definite on $\mathbb{R}^n$. Furthermore we assume that the Hessian $\nabla^2 f$ is Lipschitz continuous on $\mathbb{R}^n$ with Lipschitz constant $M$, i.e.

$$\|\nabla^2 f(z) - \nabla^2 f(y)\| \leq M \|z - y\| \forall z, y \in \mathbb{R}^n. \tag{3.11}$$

Intuitively, the constant $M$ measures how well $f$ can be approximated by a quadratic function ($M = 0$ for a quadratic function $f$).
The main idea of Newton’s method is to approximate the function \( f \) by a local quadratic model \( \theta(d) \) based on a second-order Taylor expansion,

\[
f(z^k + d) \approx f(z^k) + \nabla f(z^k)'d + \frac{1}{2}d'\nabla^2 f(z^k)d = \theta(d),
\]

where \( \nabla^2 f(z^k) \) is the Hessian of \( f \) evaluated at the current iterate \( z^k \) and \( d \) is a search direction. The latter is chosen to minimize the quadratic model \( \theta(d) \). From the optimality condition \( \nabla_d \theta(d) = 0 \), the so-called Newton direction

\[
d_N(z^k) = - [\nabla^2 f(z^k)]^{-1} \nabla f(z^k)
\]

is obtained. The Newton direction is a descent direction, as it satisfies (3.4):

\[
\nabla f(z^k)'d_N(z^k) = -\nabla f(z^k)'[\nabla^2 f(z^k)]^{-1} \nabla f(z^k) < 0
\]

for all \( z^k \neq z^* \) since, by strong convexity, the inverse of the Hessian \( [\nabla^2 f(z)]^{-1} \) exists for all \( z \in \mathbb{R}^n \) and is positive definite. If the Lipschitz constant of the Hessian, \( M \), is small, this method works very well, since the quadratic model remains a good approximation even if a full Newton step is taken. However, the quadratic model \( \theta(d) \) is in general neither an upper nor a lower bound on \( f \), and consequently a line search (Section 3.2.3) must be used to ensure a sufficient decrease in the function value, which results in global convergence of the algorithm. Newton’s method is summarized in Algorithm 3.4. It can be shown to converge globally in two phases (for technical details see [65, Section 9.5] and [220, Section 1.2.4]):

1. **Damped Newton phase:** When the iterates are “far away” from the optimal point, the function value is decreased sublinearly, i.e., it can be shown that there exist constants \( \eta, \gamma \) (with \( 0 < \eta < \mu^2/M \) and \( \gamma > 0 \)) such that \( f(z^{k+1}) - f(z^k) \leq -\gamma \) for all \( z^k \) for which \( \|\nabla f(z^k)\|_2 \geq \eta \). The term damped is used in this context since during this phase, the line search often returns step sizes \( h^k < 1 \), i.e., no full Newton steps are taken.

2. **Quadratic convergence phase:** If an iterate is “sufficiently close” to the optimum, i.e., \( \|\nabla f(z^k)\|_2 < \eta \), a full Newton step is taken, i.e., the line search returns \( h^k = 1 \). The set \( \{z \mid \|\nabla f(z)\|_2 < \eta\} \) is called the quadratic convergence zone, and once an iterate \( z^k \) is in this zone, all subsequent iterates remain in it. The function value \( f(z^k) \) converges quadratically (i.e., with the iteration number growing proportionally to \( k_{\text{max}} \sim \mathcal{O}(\ln \ln 1/\epsilon) \)) to \( f^* \).
The quadratic convergence property makes Newton’s method one of the most powerful algorithms for unconstrained optimization of twice continuously differentiable functions. (The method is also widely employed for solving nonlinear equations.) As a result, it is used in interior point methods for constrained optimization to solve the (unconstrained or equality constrained) subproblems in barrier methods or to generate primal-dual search directions. We discuss these in detail in Section 3.3.2.

A disadvantage of Newton’s method is the need to form the Hessian \( \nabla^2 f(z^k) \), which can be numerically ill-conditioned, and to solve the linear system
\[
\nabla^2 f(z^k) d_N = -\nabla f(z^k) \quad (3.15)
\]
for the Newton direction \( d_N \), which costs \( \mathcal{O}(s^3) \) floating point operations in general. Each iteration is therefore significantly more expensive than one iteration of any of the gradient methods.

**Preconditioning and Affine Invariance**

Newton’s method is *affine invariant*, i.e., a linear (or affine) transformation of variables as discussed in Section 3.2.1 will lead to the same iterates subject to transformation, i.e.
\[
z^k = P y^k \quad \forall k = 0, \ldots, k_{\text{max}}. \quad (3.16)
\]
Therefore, the number of steps to reach a desired accuracy of the solution does not change. Consequently, preconditioning has no effect when using Newton’s method.

**Newton’s Method with Linear Equality Constraints**

Equality constraints are naturally handled in Newton’s method as follows. Assume we want to solve the problem
\[
\begin{align*}
\text{minimize} & \quad f(z) \\
\text{subject to} & \quad Az = b
\end{align*}
\]
with \( A \in \mathbb{R}^{p \times s} \) (assuming full rank \( p \)) and \( b \in \mathbb{R}^p \). As discussed above, the Newton direction is given by the minimization of the quadratic model \( \theta(d) \) at the current feasible iterate \( z^k \) (i.e., \( Az^k = b \)) with an additional equality constraint:
\[
d_N = \arg \min_d \frac{1}{2} d^T \nabla^2 f(z^k) d + \nabla f(z^k)' d + f(z^k) \quad \text{subj. to} \quad Ad = 0 \quad (3.18)
\]
Since \( d \) is restricted to lie in the nullspace of \( A \), we ensure that any iterate generated by Newton’s method will satisfy \( Az^{k+1} = A(z^k + h^k d_N(z^k)) = b \). From the optimality conditions of (3.18), it follows that \( d_N \) is obtained from the solution to the linear system of dimension \( s + p \):
\[
\begin{bmatrix}
\nabla^2 f(z) & A' \\
A & 0
\end{bmatrix}
\begin{bmatrix}
d \\
y
\end{bmatrix}
= \begin{bmatrix}
-\nabla f(z) \\
0
\end{bmatrix}, \quad (3.19)
\]
where \( y \in \mathbb{R}^p \) are the Lagrange multipliers associated with the equality constraint \( Ad = 0 \).
3.2.3 Line Search Methods

A line search determines the step length $h^k$ that is taken from the current iterate $z^k \in \mathbb{R}^s$ along a search direction $\Delta z^k \in \mathbb{R}^s$ to the next iterate, $z^{k+1} = z^k + h^k \Delta z^k$. (3.20)

In the most general setting, a merit function $\varphi : \mathbb{R}^s \rightarrow \mathbb{R}$ is employed to measure the quality of the step taken to determine a value of the step size $h^k$ that ensures convergence of the optimization algorithm. Merit functions can, for example, be the objective function $f$, or the duality measure $\mu$ (3.44) in primal-dual interior point methods.

The general line search problem can be written as a one dimensional optimization problem over the step size $h$,

$$h^* \in \arg \min_{h \geq 0} \varphi(z^k + h \Delta z^k),$$

minimizing the merit function along the ray $\{z^k + h \Delta z^k\}$ for $h \geq 0$. It is often too expensive to solve this problem exactly, and therefore usually inexact line search methods are employed in practice that return a step size $h^k$ that approximates the optimal step size $h^*$ from (3.21) sufficiently well. In the following, we give a brief overview on practical inexact line search methods; see [224] for a thorough treatment of the subject.

**Wolfe Conditions**

In order to ensure convergence of descent methods for unconstrained optimization, for example Newton’s method presented in Section 3.2, certain conditions on the selected step size $h^k$ must be fulfilled. Popular conditions for inexact line searches are the so-called Wolfe conditions [223]

$$f(z^k + h^k \Delta z^k) \leq f(z^k) + c_1 h^k \nabla f(z^k) \Delta z^k \quad (3.22a)$$
$$\nabla f(z^k + h^k \Delta z^k) \Delta z^k \geq c_2 \nabla f(z^k) \Delta z^k \quad (3.22b)$$

with $0 < c_1 < c_2 < 1$. The first condition (3.22a) is called Armijo’s condition [9], and ensures that a sufficient decrease in the objective is achieved. The second condition, the curvature condition (3.22b), ensures that the step length is not too small [223].

One of the most popular inexact line search methods that fulfills the Wolfe conditions is the backtracking line search as discussed in the following.

**Backtracking Line Search for Newton’s Method**

The backtracking line search for Newton’s method is given in Algorithm 3.5. It starts with a unit step size, which is iteratively reduced by a factor $t \in (0, 1)$ until Armijo’s condition (3.22a) is satisfied. It can be shown that it is not necessary to check the curvature condition because it is implied by the backtracking rule [223, Algorithm 3.1].
Algorithm 3.5 Backtracking Line Search for Newton’s Method (Algorithm 3.4) [223, Algorithm 3.1]

**Input:** Current iterate $z^k$, descent direction $\Delta z^k$, constants $c \in (0, 1)$ and $t \in (0, 1)$

**Output:** Step size $h^k$ ensuring Wolfe conditions (3.22)

1. $h^k \leftarrow 1$
2. Repeat
   - $h^k \leftarrow th^k$
3. Until Armijo’s condition (3.22a) holds, i.e., $f(z^k + h^k \Delta z^k) \leq f(z^k) + ch^k \nabla f(z^k)' \Delta z^k$

**Backtracking Line Search for Constrained Optimization**

In order to obtain a line search method that ensures in addition feasibility of the next iterate $z^{k+1}$, the backtracking procedure is preceded by finding $0 < \bar{h} \leq 1$ such that $z^k + \bar{h} \Delta z^k$ is feasible [65, pp. 465]. The backtracking then starts with $h^k = \bar{h}$ in Algorithm 3.5.

### 3.3 Constrained Optimization

In this section we present three methods to solve the constrained optimization problem (1.1): gradient projection, interior point and active set methods.

#### 3.3.1 Gradient Projection Methods

Gradient methods presented in Section 3.2.1 for unconstrained $L$-smooth convex optimization (or strongly convex optimization with parameter $\mu$) have a natural extension to the constrained problem

$$
\min_{z \in S} f(z) \quad \text{subj. to} \quad z \in S
$$

where $S$ is a convex subset of $\mathbb{R}^s$. The treatment of constraints within first-order methods is best explained in terms of the classic gradient method in Algorithm 3.1; the accelerated versions (Algorithm 3.2 and Algorithm 3.3) can be adapted according to the same principle.

As in the unconstrained case, we begin by rewriting the gradient update rule as a minimization of a quadratic upper bound of $f$ defined in (3.7) with $h^k = 1/L$, but restrict the minimization to the set $S$:

$$
z^{k+1} = \arg \min_{z \in S} f(z^k) + \nabla f(z^k)'(z - z^k) + \frac{L}{2} ||z - z^k||^2.
$$

The solution to this constrained minimization problem can be recast as

$$
z^{k+1} = \pi_S(z^k - \frac{1}{L} \nabla f(z^k)),
$$
where \(\pi_S\) denotes the projection operator for set \(S\) defined as

\[
\pi_S(z) = \arg \min_{y \in S} \frac{1}{2} \|y - z\|^2.
\] (3.26)

**Algorithm 3.6** Gradient method for constrained smooth convex optimization

**Input:** Initial iterate \(z^0 \in S\), Lipschitz constant \(L\) of \(\nabla f\)

**Output:** Point close to \(z^*\)

Repeat

\[
z^{k+1} \leftarrow \pi_S \left( z^k - \frac{1}{L} \nabla f(z^k) \right)
\]

Until stopping criterion is satisfied

---

**Algorithm 3.7** Fast gradient method for constrained smooth strongly convex optimization

**Input:** Initial iterates \(z^0 \in S, y^0 = z^0; 0 < \sqrt{\mu/L} \leq \alpha^0 < 1\), Lipschitz constant \(L\) of \(\nabla f\), strong convexity parameter \(\mu\) of \(f\)

**Output:** Point close to \(z^*\)

Repeat

\[
z^{k+1} \leftarrow \pi_S \left( y^k - \frac{1}{L} \nabla f(y^k) \right)
\]

Compute \(\alpha^{k+1} \in (0, 1): \alpha^{k+1} = (1 - \alpha^{k+1})\alpha^k + \frac{\alpha^{k+1}}{L}\)

\[
\beta^k \leftarrow \frac{\alpha^k(1-\alpha^{k+1})}{\alpha^k+\alpha^{k+1}}
\]

\[
y^{k+1} \leftarrow z^{k+1} + \beta^k (z^{k+1} - z^k)
\]

Until stopping criterion is satisfied

---

The expressions (3.24) and (3.25) for \(z^{k+1}\) can be shown to be equivalent by deriving the optimality conditions and noting that they coincide. Thus, for constrained optimization, Algorithms 3.1, 3.2 and 3.3 remain unchanged, except that the right hand side of the assignment in the first line of these algorithms is projected onto set \(S\). The resulting algorithmic schemes are stated in Algorithm 3.6 (gradient method) and Algorithm 3.7 (fast gradient method for the strongly convex case) and illustrated in Figure 3.3. It can be shown that for both Algorithm 3.6 and Algorithm 3.7 the same convergence results hold as in the unconstrained case ([220, Section 2.2.4]).

Whenever the projection operator for set \(S\) can be evaluated efficiently, as for the convex sets listed in Table 3.1, gradient projection methods have been shown to work very well in practice. Such sets, which are also referred to as ‘simple’ sets in the literature, can be translated, uniformly scaled and/or rotated without complicating the projection as stated in the next lemma.

**Lemma 3.3** (Projection on Translated, Scaled and Rotated Convex Set)

Let \(S \subseteq \mathbb{R}^s\) be a closed convex set and \(\pi_S\) its associated projection operator. Projection of point \(\bar{z} \in \mathbb{R}^s\) on the set

\[
\hat{S} = \{ z \in \mathbb{R}^s | z = \gamma Wy + c, y \in S \}
\]
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\[
\begin{align*}
\frac{1}{2} \nabla f(z^*) & \quad (a) \text{Gradient method.} \\
\frac{1}{2} \nabla f(y^*) & \quad (b) \text{Fast gradient method.}
\end{align*}
\]

Figure 3.3 Classic gradient method (left) and fast gradient method (right) for the constrained case. After computing the standard update rule from the unconstrained case, a projection onto the feasible set is applied.

that is obtained from set \( S \) by translation with offset \( c \in \mathbb{R}^s \), positive scaling by \( \gamma > 0 \) and a linear transformation with an orthonormal matrix \( W \in \mathbb{R}^{s \times s} \), can be accomplished by

\[
\pi_{\hat{S}}(\bar{z}) = \gamma W \pi_S \left( \gamma^{-1} W' (\bar{z} - c) \right) + c.
\]

If the feasible set \( S \) is polyhedral and does not have a computationally efficient projection operator, it can alternatively be pre-computed by means of multiparametric programming (see Chapter 6) with the point to project as the parameter. Another possibility is to solve the original problem in the dual domain instead as discussed next.

Solution in Dual Domain

If set \( S \) is such that the projection (3.26) cannot be carried out efficiently, one can still use first-order methods to solve the constrained problem (3.23) by adopting a dual approach. In the following, we assume that set \( S \) can be written as

\[
S = \{ z \in \mathbb{R}^s \mid A z = b, \ z \in \mathbb{K} \},
\]

(3.27)

where \( \mathbb{K} \) is a convex subset of \( \mathbb{R}^s \) that allows for an efficient projection and the pair \( (A, b) \) is from \( \mathbb{R}^{p \times s} \times \mathbb{R}^p \). Many practically relevant sets can be represented in terms of (3.27), i.e., as the intersection of a ‘simple’ convex set and an affine set, e.g. polyhedra. We can now rewrite the original problem (3.23) as

\[
\begin{align*}
\min_z & \quad f(z) \\
\text{subj. to} & \quad A z = b \\
& \quad z \in \mathbb{K}.
\end{align*}
\]
Table 3.1 Euclidean norm projection operators of selected convex sets in $\mathbb{R}^s$.

<table>
<thead>
<tr>
<th>Set Definition</th>
<th>Projection Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>affine set</strong></td>
<td>$S = { z \in \mathbb{R}^s \mid Az = b }$ with $(A, b) \in \mathbb{R}^{p \times s} \times \mathbb{R}^p$</td>
</tr>
</tbody>
</table>
| $\pi_S(z) = \begin{cases} 
  z + A'(A'A)^{-1}(b - Az) & \text{if rank } A = p, \\
  z + A'A^T(A'b - z) & \text{otherwise} 
\end{cases}$ |
| **nonnegative orthant** | $S = \{ z \in \mathbb{R}^s \mid z \geq 0 \}$ |
| $(\pi_S(z))_i = \begin{cases} 
  z_i & \text{if } z_i \geq 0, \\
  0 & \text{otherwise} 
\end{cases}$ |
| **rectangle** | $S = \{ z \in \mathbb{R}^s \mid l \leq z \leq u \}$ with $(l, u) \in \mathbb{R}^s \times \mathbb{R}^s$ |
| $(\pi_S(z))_i = \begin{cases} 
  l_i & \text{if } z_i < l_i, \\
  z_i & \text{if } l_i \leq z_i \leq u_i, \\
  u_i & \text{if } z_i > u_i 
\end{cases}$ |
| **2-norm ball** | $S = \{ z \in \mathbb{R}^s \mid \|z\| \leq r \}, r \geq 0$ |
| $\pi_S(z) = \begin{cases} 
  r \frac{z}{\|z\|} & \text{if } \|z\| > r, \\
  z & \text{otherwise} 
\end{cases}$ |

Using a technique called partial Lagrange relaxation [52, Section 4.2.2] we eliminate the complicating equality constraints and define the (concave) dual function as

$$d(v) = \min_{z \in \mathbb{R}^s} f(z) + v'(Az - b),$$

where $v \in \mathbb{R}^p$. The concave dual problem is then given by

$$d^* = \max_v d(v),$$

which we also call the outer problem.

In order to apply any of the gradient methods for unconstrained optimization in Section 3.2 for solving the outer problem, the dual function $d(v)$ needs to fulfill two requirements: (i) differentiability, i.e., the gradient $\nabla d(v)$ must exist for all $v$, and (ii) Lipschitz continuity of the gradient. Next, we will show that if $f$ is strongly convex, both requirements are indeed fulfilled.

In the following it is assumed that the objective function $f$ is strongly convex. Strong convexity ensures uniqueness of the minimizer $z^*(v)$ in the definition of the dual function in (3.28). It is this uniqueness of $z^*(v)$ that leads to a differentiable dual function as shown in [52, Danskin’s Theorem, Proposition B.25]. Specifically, it can be proved that

$$\nabla d(v) = Az^*(v) - b,$$

i.e., every evaluation of the dual gradient requires the solution of the so-called inner problem (3.28).

The Lipschitz constant $L_d$ of the dual gradient can be upper bounded by

$$L_d \leq \frac{\|A\|^2}{\mu}$$
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as stated in [221, Theorem 1]. This upper bound is sufficient for the step size computation for any gradient method (note that the step size is given by \(1/L_d\)). However, the less conservative the Lipschitz constant is, the larger the step size and the smaller the number of iterations. In [251, Theorem 7] it is shown that for the case of quadratic objective functions \(f(z) = \frac{1}{2}z'Hz + q'z, \ H \succ 0\), and under mild assumptions, the tight Lipschitz constant of the dual gradient is

\[ L_d^* = \|AH^{-\frac{1}{2}}\|^2. \]

So, strong convexity of the objective function \(f\) is key for using the gradient methods in Section 3.2.1 for the solution of the dual problem (3.29). If \(f\) is not strongly convex, there are different approaches available in the literature, e.g. a smoothing approach for the dual function [221].

Note that the (unique) primal minimizer \(z^*\) can be recovered from the maximizer of the dual problem \(v^*\), assuming it exists, by

\[ z^* = z^*(v^*). \]

It is also important to notice that, in general, the dual function \(d(v)\) lacks strong concavity, so only sublinear convergence rates (instead of linear rates for the primal problem) can be guaranteed for the solution of the dual problem. This and the fact that each evaluation of the dual gradient requires solving the inner problem can make the dual approach, as presented in this section, slow in practice. More advanced first-order methods can significantly speed up convergence of the dual approach, e.g. the alternating direction method of multipliers (ADMM). For more details on ADMM, the interested reader is referred to the survey paper [64].

Summary

This section has introduced the generalization of gradient methods to the constrained case, the so-called gradient projection methods. As the name suggests, the generalization comes from having to compute the projection of a gradient step onto the feasible set. Apart from this additional operation, these methods are identical to the ones introduced for the unconstrained case.

There exist many important convex sets for which the projection operator can be evaluated in an efficient way, some of which are stated in Table 3.1. More sets can be found, e.g. in [250, Section 5.4], which also contains further literature links. One important consequence of having a set constraint is that a full preconditioner matrix \(P\) (Section 3.2.1 and Example 3.3) is not admissible anymore since in the new basis the set can lose its favorable projection properties. For instance, consider a box constraint with its projection operator given in Table 3.1. Only for a diagonal preconditioner the set remains a box in the new basis and thus easy to project. For quadratic objective functions, finding the best preconditioner under set-related structure constraints turns out to be a convex semi-definite program and hence can be solved efficiently [250, Section 8.4].

Finally, we point the reader to the recent proximity gradient methods, which can be understood as a natural generalization of gradient projection methods. An introduction to these methods and literature links can be found in [250, Chapter 5] and [228].
3.3.2 Interior Point Methods

Today interior point methods are among the most widely used numerical methods for solving convex optimization problems. This is the result of 25 years of intensive research that has been initiated by Karmarkar’s seminal paper in 1984 on solving LPs [166]. In 1994, Nesterov and Nemirovskii generalized interior point methods to nonlinear convex problems, including second-order cone and semi-definite programming [222]. Issues like numerical ill-conditioning, efficient and stable solution of linear systems etc. are now well understood, and numerous free and commercial codes are available that can solve linear and quadratic programs with high reliability.

We first discuss barrier methods, which were the first polynomial-time algorithms for linear programming of practical relevance. Then we present modern primal-dual method. This powerful class of interior point methods forms the basis of almost all implementations today.

Throughout this section, we consider the primal P-IPM problem

\[
\begin{align*}
\min_z & \quad f(z) \\
\text{s.t.} & \quad Az = b \\
& \quad g(z) \leq 0
\end{align*}
\]  

where \( z \in \mathbb{R}^s \) are the primal variables, the functions \( f : \mathbb{R}^s \to \mathbb{R} \) and \( g : \mathbb{R}^s \to \mathbb{R}^m \) are convex and twice continuously differentiable (for \( g \), this holds component-wise for each function \( g_i, i = 1, \ldots, m \)). We assume that there exists a strictly feasible point \( z^0 \) with respect to \( g(z) \leq 0 \), i.e., the set

\[
S = \{ z \in \mathbb{R}^s \mid g_i(z) \leq 0, i = 1, \ldots, m \},
\]  

has a non-empty interior. We furthermore assume that a minimizer \( z^* \) exists and that it is attained.

**Primal barrier methods**

The main idea of the barrier method is to convert the constrained optimization P-IPM problem (3.30) into an unconstrained problem (with respect to inequalities) by means of a barrier function \( \Phi_g : \mathbb{R}^s \to \mathbb{R} \). We denote by \( P(\mu) \) the problem

\[
\begin{align*}
\hat{z}^*(\mu) & \in \arg\min_z f(z) + \mu \Phi_g(z) \\
\text{s.t.} & \quad Az = b
\end{align*}
\]  

where \( \mu > 0 \) is called barrier parameter. The purpose of the barrier function \( \Phi_g \) is to “trap” an optimal solution of problem \( P(\mu) \) (3.32), which we denote by \( z^*(\mu) \), in the set \( S \). Thus, \( \Phi_g(z) \) must take on the value \( +\infty \) whenever \( g_i(z) > 0 \) for some \( i \), and a finite value otherwise. As a result, \( z^*(\mu) \) is feasible with respect to \( S \), but it differs from \( z^* \) since we have perturbed the objective function by the barrier term.

With the above idea in mind, we are now ready to outline the (primal) barrier method summarized in Algorithm 3.8. Starting from (a possibly large) \( \mu^0 \), a solution \( z^*(\mu^0) \) to problem \( P(\mu^0) \) is computed, for example by any of the methods for unconstrained optimization presented in Section 3.2. For this reason, \( \Phi_g \) should be
twice continuously differentiable, allowing one to apply Newton’s method. After \( z^*(\mu^0) \) has been computed, the barrier parameter is decreased by a constant factor, \( \mu^1 = \mu^0 / \kappa \) (with \( \kappa > 1 \)), and \( z^*(\mu^1) \) is computed. This procedure is repeated until \( \mu \) has been sufficiently decreased. It can be shown under mild conditions that \( z^*(\mu) \rightarrow z^* \) from the interior of \( S \) as \( \mu \rightarrow 0 \). The points \( z^*(\mu) \) form the so-called central path, which is a continuously differentiable curve in \( S \) that ends in the solution set (see Example 3.4). Solving a subproblem \( P(\mu) \) is therefore called centering.

If the decrease factor \( \kappa \) is not too large, \( z^*(\mu^k) \) will be a good starting point for solving \( P(\mu^{k+1}) \), and therefore Newton’s method can be applied to \( P(\mu^{k+1}) \) to exploit the local quadratic convergence rate. Note that the equality constraints in (3.30) have been preserved in problem \( P(\mu) \) (3.32), since they do not cause substantial difficulties for unconstrained methods as shown in Section 3.2. In particular, we refer the reader to Section 3.2.2 for the equality constrained Newton method.

**Logarithmic barrier**

So far, we have not specified which function to use as a barrier. For example, the indicator function

\[
I_g(z) = \begin{cases} 
0 & \text{if } g(z) \leq 0 \\
+\infty & \text{otherwise}
\end{cases},
\]

trivially achieves the purpose of a barrier, but it is not useful since methods for smooth convex optimization as discussed in Section 3.2 require the barrier function to be convex and continuously differentiable. A twice continuously differentiable convex barrier function that approximates \( I_g \) well is the logarithmic barrier function

\[
\Phi_g(z) = -\sum_{i=1}^{m} \ln (-g_i(z)),
\]

with domain \( \{ z \in \mathbb{R}^s \mid g_i(z) < 0 \ \forall \ i = 1, \ldots, m \} \) (the logarithmic barrier confines \( z \) to the interior of the set \( S \)), gradient

\[
\nabla \Phi_g(z) = \sum_{i=1}^{m} \frac{1}{-g_i(z)} \nabla g_i(z)
\]

and continuous Hessian

\[
\nabla^2 \Phi_g(z) = \sum_{i=1}^{m} \frac{1}{g_i(z)^2} \nabla g_i(z)\nabla g_i(z)' + \frac{1}{-g_i(z)} \nabla^2 g_i(z),
\]

which makes it possible to use Newton’s method for solving the barrier subproblems. The logarithmic barrier function is used in almost all implementations of barrier methods. In fact, the existence of polynomial-time algorithms for convex optimization is closely related to the existence of barrier functions for the underlying feasible sets [222].

**Algorithm 3.8** Barrier interior point method for (3.30)
Input: Strictly feasible initial iterate \( z^0 \) w.r.t. \( g(z) \leq 0, \mu^0, \kappa > 1, \) tolerance \( \epsilon > 0 \)

Output: Point close to \( z^* \)

Repeat

Compute \( z^* (\mu^k) \) by minimizing \( f(z) + \mu^k \Phi_g(z) \) subject to \( Az = b \) starting from the previous solution \( z^{k-1} \) (usually by Newton’s method, Algorithm 3.4). This is called ‘centering step’.

Update: \( z^k \leftarrow z^* (\mu^k) \)

Stopping criterion: Stop if \( m \mu^k < \epsilon \)

Decrease barrier parameter: \( \mu^{k+1} \leftarrow \mu^k / \kappa \)

Until stopping criterion is satisfied

---

**Example 3.4 Central Path of a QP**

Consider the QP

\[
\begin{align*}
\text{min} & \quad \frac{1}{2} z' \begin{bmatrix} 2 & 0 \\ 0 & 1 \end{bmatrix} z + \begin{bmatrix} 4 & 1 \\ 2 & 2 \end{bmatrix} z \\
\text{subj. to} & \quad \begin{bmatrix} -1 & 2 & -1.0890 \\ -1 & -1.0623 & -1.0187 \\ -1 & -1.1997 & -1.1673 \\ 1 & 1.1997 & 1.1311 \\ 1 & 1.0890 & 1.0623 \\ 1 & 1.0623 & 1.0187 \end{bmatrix} z \leq \begin{bmatrix} 1.0890 \\ 1.0623 \\ 1.0187 \end{bmatrix} 
\end{align*}
\]

(3.37)

The solutions of \( P(\mu) \) (3.32) for this Quadratic Program for different values of \( \mu \) are depicted in Fig. 3.4. For large \( \mu \), the level sets are almost identical to the level sets of \( \Phi_g(z) \), i.e., \( z^*(5) \) is very close to the analytic center \( z^a = \arg \min \Phi_g(z) \) of the feasible set. As \( \mu \) decreases, \( z^*(\mu) \) approaches \( z^* \), by following the central path.

---

**Example 3.5 Barrier method for QPs**

In the following, we derive the barrier method for quadratic programs of the form

\[
\begin{align*}
\text{minimize} & \quad \frac{1}{2} z' Hz + q' z \\
\text{subject to} & \quad Az = b, \\
& \quad Gz \leq w 
\end{align*}
\]

(3.38)

with \( H \succ 0, A \in \mathbb{R}^{p \times s}, b \in \mathbb{R}^p, G \in \mathbb{R}^{m \times s} \) and \( w \in \mathbb{R}^m \) from the general method described above. The logarithmic barrier function for linear inequalities takes the form

\[
\begin{align*}
\Phi_g(z) &= -\sum_{i=1}^m \ln(w_i - G_i z), \\
\nabla \Phi_g(z) &= \sum_{i=1}^m \frac{1}{w_i - G_i z} G_i' G_i, \\
\nabla^2 \Phi_g(z) &= \sum_{i=1}^m \frac{1}{(w_i - G_i z)^2} G_i' G_i 
\end{align*}
\]

(3.39)

where \( G_i \) denotes the \( i \)-th row of \( G \) and \( w_i \) the \( i \)-th element of \( w \). Hence problem \( P(\mu) \) (3.32) takes the form

\[
\begin{align*}
\text{min} & \quad \frac{1}{2} z' Hz + q' z - \mu \sum_{i=1}^m \ln(w_i - G_i z) \\
\text{subj. to} & \quad Az = b, \\
\end{align*}
\]

(3.40)

which we solve by Newton’s method. Using the formula for the Newton direction \( d_N \) with equality constraints (3.19), we arrive at the following linear system of size \( s + p \),
(a) Level curves of $f(z) + \mu \Phi_g(z)$ for $\mu = 5$

(b) Level curves of $f(z) + \mu \Phi_g(z)$ for $\mu = 0.25$

(c) Level curves of $f(z) + \mu \Phi_g(z)$ for $\mu = 0.0125$

(d) Central path starting at analytic center and moving toward solution of (3.37) as $\mu$ decreases

Figure 3.4 Example 3.4. Illustration of interior point method for example problem (3.37). Black dots are the solutions $z^*(\mu)$. 
which has to be solved in each Newton step at the current iterate $z$:

$$
\begin{bmatrix}
H + \mu \sum_{i=1}^{m} \frac{1}{(w_i - G_i z)^2} G'_i G_i & A' \\
A & 0
\end{bmatrix}
\begin{bmatrix}
d_N \\
y
\end{bmatrix}
= -\begin{bmatrix}
Hz + q + \mu \sum_{i=1}^{m} \frac{1}{w_i - G_i z} G'_i \\
0
\end{bmatrix}.
$$

(3.41)

The resulting barrier method for solving (3.38) is summarized in Algorithm 3.9. The inner loop resembles the Newton iterations of the algorithm, computing $z^*(\mu)$. Note that a primal feasible line search must be employed to ensure that the iterates remain in the interior of $S$, see Section 3.2.3 for details.

**Algorithm 3.9** Barrier interior point method for QPs (3.38)

**Input:** Strictly feasible initial iterate $z^0$ w.r.t. $Az=b, Gz\leq w, \mu^0, \kappa > 1$, tolerance $\epsilon > 0$

**Output:** Point close to $z^*$

**Repeat**

Initialize Newton’s method with $z^{k,0} \leftarrow z^{k-1}$. Set $l = 0$.

**Loop**

- Newton direction: solve (3.41) for $z = z^{k,l}$ to obtain $d_N^{k,l}(z^{k,l})$.
- Feasible line search to obtain step size $h^{k,l}$ (see Section 3.2.3).
- Update: $z^{k,l+1} \leftarrow z^{k,l} + h^{k,l} d_N^{k,l}$

End inner loop: **break** if $l = l_{\max}$, otherwise set $l = l + 1$ and continue.

**Endloop**

Update: $z^k \leftarrow z^{k,l_{\max}}$

Stopping criterion: Stop if $m\mu^k < \epsilon$

Decrease barrier parameter: $\mu^{k+1} \leftarrow \mu^k / \kappa$

**Until** stopping criterion

We conclude this section with a few remarks on the barrier method. The main computational burden is the computation of the Newton directions by solving linear systems of type (3.41). This is usually done using direct methods (matrix factorizations), but iterative linear solvers can be used as well. In most applications the matrices involved have a special sparsity pattern, which can be exploited to significantly speed up the computation of the Newton direction. We discuss structure exploitation for solving (3.41) arising from MPC problems in Section 14.3.

If the barrier parameter $\mu$ is decreased too quickly, many inner iterations are needed, but only a few outer iterations. The situation is reversed if $\mu$ is decreased only slowly, which leads to a quick convergence of the inner problems (usually in one or two Newton steps), but more outer iterations are needed. This tradeoff is not much of an issue in practice. Usually, the total number of Newton steps is in the range of 20 – 40, essentially independent of the conditioning of the problem. The barrier method can be shown to converge linearly; more details can be found in [65, Section 11.3].

Finally, we would like to point out that the barrier method is a feasible method, which means that it starts with a feasible point and all iterates remain feasible. This complicates the implementation in practice, as a line search must be employed that maintains feasibility, and a strictly feasible initial iterate $z^0$ has to be supplied.
by the user or computed first by what is called a Phase I method. See [65] for more details.

Computational experience has shown that modern primal-dual methods are significantly more effective with only little additional computational cost when compared to the barrier method. Therefore, primal-dual methods are now predominant in commercial codes. They also allow infeasible iterates, that is, the equality and inequality constraints on the primal variables are satisfied only at convergence, which alleviates the necessity for finding a feasible initial point. We discuss this class of methods next.

Primal-dual methods

The general idea of primal-dual interior point methods is to solve the Karush-Kuhn-Tucker (KKT) conditions by a modified version of Newton’s method. The nonlinear KKT equations represent necessary and sufficient conditions for optimality for convex problems under the assumptions discussed in Section 1.6. For the P-IPM problem (3.30), the KKT conditions are

\begin{align}
\nabla f(z) + A'v + G(z)'u &= 0 \\
Az - b &= 0 \\
g(z) + s &= 0 \\
s_i u_i &= 0, \quad i = 1, \ldots, m \\
(s, u) &\geq 0
\end{align}

where the vector $s \in \mathbb{R}^m_+$ denotes slack variables for the inequality constraints $g(z) \leq 0$, and $u \in \mathbb{R}^m_+$ is the vector of the associated Lagrange multipliers. The vector $v \in \mathbb{R}^p$ denotes the Lagrange multipliers for the equality constraints $Az = b$, and the matrix $G(z) \in \mathbb{R}^{m \times s}$ is the Jacobian of $g$ evaluated at $z$. The variables $z$ and $s$ are from the primal, the variables $v$ and $u$ from the dual space.

If a primal-dual pair of variables $(z^*, v^*, u^*, s^*)$ is found that satisfies these conditions, the corresponding primal variables $(z^*, s^*)$ are optimal for (3.30) (and the dual variables $(v^*, u^*)$ are optimal for the dual of (3.30)). Since Newton’s method is a powerful tool for solving nonlinear equations, the idea of applying it to the system of nonlinear KKT equations is apparent. However, certain modifications to a pure Newton method are necessary to obtain a useful method for constrained optimization. The name primal-dual indicates that the algorithm operates in both the primal and dual space.

There are many variants of primal-dual interior point methods. For a thorough treatment of the theory we refer the reader to the book by Wright [290], which gives a comprehensive overview of the different approaches. In this section, after introducing the general framework of primal-dual methods, we restrict ourselves to the presentation of a variant of Mehrotra’s predictor-corrector method [206], because it forms the basis of most existing implementations of primal-dual interior point methods for convex optimization and has proven particularly effective in practice. The method we present here allows infeasible starting points.
Central Path

We start by outlining the basic idea. Most methods track the central path, which we have encountered already in barrier methods, to the solution set. These methods are called path-following methods. In the primal-dual space, the central path is defined as the set of points \((z, v, u, s)\), for which the following relaxed KKT conditions hold:

\[
\begin{align*}
\nabla f(z) + A'v + G(z)'u &= 0 \quad (3.43a) \\
Az - b &= 0 \quad (3.43b) \\
g(z) + s &= 0 \quad (3.43c) \\
s_iu_i &= \tau, \ i = 1, \ldots, m, \ \tau > 0 \quad (3.43d) \\
(s, u) &> 0 \quad (3.43e)
\end{align*}
\]

In (3.43) as compared to (3.42), the complementarity condition (3.42d) is relaxed by a scalar \(\tau > 0\), the path parameter, and slacks \(s\) and multipliers \(u\) are required to be positive instead of nonnegative, i.e., \(s\) and \(u\) lie in the interior of the positive orthant. The main idea of primal-dual methods is to solve (3.43) for successively decreasing values of \(\tau\), and thereby to generate iterates \((z^k, v^k, u^k, s^k)\) that approach \((z^*, v^*, u^*, s^*)\) as \(\tau \to 0\). The similarity with the barrier method in this regard is evident. However, the Newton step is modified in primal-dual interior point methods, as we shall see below.

Measure of Progress

Similar to primal barrier methods, the subproblem (3.43) is usually solved only approximately, here by applying only one Newton step. As a result, the generated iterates are not exactly on the central path, i.e., \(s_iu_i \neq \tau\) for some \(i\). Hence a more useful measure than the path parameter \(\tau\) for the progress of the algorithm is the average value of the complementarity condition (3.43d),

\[
\mu = (s'u)/m \quad (3.44)
\]

– evidently, \(\mu \to 0\) implies \(\tau \to 0\). In interior point nomenclature, \(\mu\) is called the duality measure, as it corresponds to the duality gap scaled by \(1/m\) if all other equalities in (3.43) are satisfied. To be able to reduce \(\mu\) substantially (at least by a constant factor) at each iteration of the method, the pure Newton step is enhanced with a centering component, as discussed next.

Newton Directions and Centering

A search direction is obtained by linearizing (3.43) at the current iterate \((z, v, u, s)\) and solving

\[
\begin{bmatrix}
H(z, u) & A' & G(z)' & 0 \\
A & 0 & 0 & 0 \\
G(z) & 0 & 0 & I \\
0 & 0 & S & Z
\end{bmatrix}
\begin{bmatrix}
\Delta z \\
\Delta v \\
\Delta u \\
\Delta s
\end{bmatrix}
= -
\begin{bmatrix}
\nabla f(z) + A'v + G(z)'u \\
Az - b \\
g(z) + s \\
Su - \nu
\end{bmatrix} 
\]

(3.45)
where \( S = \text{diag}(s_1, \ldots, s_m) \) and \( Z = \text{diag}(u_1, \ldots, u_m) \), the (1,1) block in the coefficient matrix is

\[
H(z, u) = \nabla^2 f(z) + \sum_{i=1}^{m} u_i \nabla^2 g_i(z)
\]  

and the vector \( \nu \in \mathbb{R}^m \) allows a modification of the right-hand side, thereby generating different search directions that depend on the particular choice of \( \nu \). For brevity, we denote the solution to (3.45) by \( \Delta[z, v, u, s]^{(\nu)} \).

The vector \( \nu \) can take a value between the following two extremes:

- If \( \nu = 0 \), the right hand side in (3.45) corresponds to the residual of the KKT conditions (3.42), i.e., \( \Delta[z, v, u, s]^{(0)} \) is the pure Newton direction that aims at satisfying the KKT conditions (3.42) in one step based on a linearization. This direction is called affine-scaling direction. However, pure Newton steps usually decrease some products \( s_i u_i \) prematurely towards zero, i.e., the generated iterate is close to the boundary of the feasible set (if \( s_i u_i \approx 0 \), either \( s_i \) or \( u_i \) must be small). This is disadvantageous since from such points only very small steps can be taken, and convergence is prohibitively slow. Hence the iterates must be centered by bringing them closer to the central path.

- If \( \nu = \mu \mathbf{1} \), the complementarity condition (3.43d) is modified such that the resulting search direction aims at making the individual products \( s_i u_i \) equal to their average value \( \mu \). This is called centering. A centering step does not decrease the average value, so no progress towards the solution is made.

A tradeoff between the two goals of progressing towards the solution and centering is achieved by computing search directions \( \Delta[z, v, u, s]^{(\nu)} \) by solving (3.45) for

\[
\nu = \sigma \mu \mathbf{1}
\]  

### Figure 3.5
Affine-scaling (pure Newton) and centering search directions of classic primal-dual methods. The Newton direction makes only progress towards the solution when it is computed from a point close to the central path, hence centering must be added to the pure Newton step to ensure that the iterates stay sufficiently close to the central path.
where $\sigma \in (0,1)$ is called the *centering parameter*. This is the key difference from pure Newton steps, and the main ingredient (together with tracking the central path) in making Newton’s method work efficiently for solving the non-linear KKT system (3.42). Figure 3.5 depicts this combination of search directions schematically, and a principle framework for primal-dual methods is given in Algorithm (3.10). We will instantiate it with Mehrotra’s method below.

In the discussion above, we have excluded almost all theoretical aspects concerned with the convergence of primal-dual methods. For example, the terms “sufficiently close to the central path” and “sufficient reduction in $\mu$” have precise mathematical counterparts that allow one to analyze the convergence properties. The book by Wright [290] is a good starting point for the interested reader.

**Algorithm 3.10** Primal-dual interior point methods for the P-IPM problem (3.30)

**Input:** Initial iterates $z^0, v^0, u^0 > 0, s^0 > 0$, Centering parameter $\sigma \in (0,1)$

**Output:** Point close to $z^*$

**Repeat**

Duality measure: $\mu^k \leftarrow s^k u^k / m$

Search direction: compute $\Delta[z^k, v^k, u^k, s^k](\sigma \mu^k 1)$ by solving (3.45) at the current iterate

Choose step length $h^k$ such that $s^{k+1} > 0$ and $u^{k+1} > 0$

Update: $(z^{k+1}, v^{k+1}, u^{k+1}, s^{k+1}) \leftarrow (z^k, v^k, u^k, s^k) + h^k \Delta[z^k, v^k, u^k, s^k](\sigma^k \mu^k 1)$

**Until** stopping criterion

**Predictor-Corrector Methods**

Modern methods use the full Newton step $\Delta[z, v, u, s](0)$ merely as a predictor to estimate the error made by using a linear model of the central path. If a full step along the affine-scaling direction were taken, the complementarity condition would evaluate to

$$(S + \Delta S^\text{aff})(u + \Delta u^\text{aff}) = Su + \Delta S^\text{aff}u + S \Delta u^\text{aff} + \Delta S^\text{eff} \Delta u^\text{aff} = 0 \quad (3.48)$$

where capital letters denote diagonal matrices constructed from the corresponding vectors. The first three terms sum up to zero by the last equality of (3.45). Hence the full Newton step produces an error of $\Delta S^\text{aff} \Delta u^\text{aff}$ in the complementarity condition. In order to compensate for this error, a corrector direction $\Delta[z, v, u, s](-\Delta S^\text{aff} \Delta u^\text{aff})$ can be added to the Newton direction. This compensation is not perfect as the predictor direction is only an approximation; nevertheless, predictor-corrector methods work usually better than single-direction methods. The principle of predictor-corrector methods is depicted in Fig. 3.6.

An important contribution of Mehrotra [206] was to define an adaptive rule for choosing the centering parameter $\sigma$ based on the information from the predictor step. His rule

$$\sigma = (\mu^\text{aff} / \mu)^3 \quad (3.49)$$

increases the centering if the progress would be poor, that is, if the predicted value of the duality measure, $\mu^\text{aff}$, is not significantly smaller than $\mu$. If good progress
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Figure 3.6 Search direction generation in predictor-corrector methods. The affine search direction can be used to correct for linearization errors, which results in better performance in practice due to closer tracking of the central path.

can be made, then \( \sigma < 1 \), and the direction along which the iterate is moved is closer to the pure Newton direction. The corrector and centering direction can be calculated in one step because \( \Delta[z, v, u, s](\nu) \) is linear in \( \nu \); the final search direction is therefore given by \( \Delta[z, v, u, s](\sigma_\mu 1 - \Delta s^{\text{aff}} \Delta u^{\text{aff}}) \).

A variant of Mehrotra’s predictor-corrector method that works well in practice is given in Algorithm 3.11. The parameter \( \gamma \) is a safeguard against numerical errors, keeping the iterates away from the boundary. Because of the predictor-corrector scheme, two linear systems have to be solved in each iteration. Since the coefficient matrix is the same for both solves, direct methods are preferred to solve the linear systems in Steps 3 and 7 of the algorithm, as the computational bottleneck of the method is the factorization of the coefficient matrix. Once it has been factored in Step 3, the computational cost of the additional solve in Step 7 is negligible, and is more than compensated by the savings in the number of iterations.

Algorithm 3.11 Mehrotra primal-dual interior point method for (3.30)

**Input:** Initial iterates \( z^0, v^0, u^0 > 0, s^0 > 0, \gamma < 1 \) (typically \( \gamma = 0.99 \))

**Output:** Point close to \( z^* \)

**Repeat**

Duality measure: \( \mu^k \leftarrow s^k u^k / m \)

Newton direction (predictor): compute \( \Delta[z^{k,\text{aff}}, v^{k,\text{aff}}, u^{k,\text{aff}}, s^{k,\text{aff}}](0) \) by solving (3.45) at the current iterate

Line search: \( h^{k,\text{aff}} \leftarrow \max\{h \in [0, 1] \mid s^k + h\Delta s^{k,\text{aff}} \geq 0, u^k + h\Delta u^{k,\text{aff}} \geq 0\} \)

Predicted (affine) duality measure: \( \mu^{k,\text{aff}} \leftarrow (s^k + h^{k,\text{aff}} \Delta s^{k,\text{aff}})^\top (u^k + h^{k,\text{aff}} \Delta u^{k,\text{aff}}) / m \)

Centering parameter: \( \sigma^k \leftarrow (\mu^{k,\text{aff}} / \mu^k)^3 \)

Final search direction: compute \( \Delta[z^k, v^k, u^k, s^k](\sigma^k \mu^k 1 - \Delta s^{k,\text{aff}} \Delta u^{k,\text{aff}}) \) by solving (3.45) at current iterate

Line search: \( h^k \leftarrow \max\{h \in [0, 1] \mid s^k + h\Delta s^k \geq 0, u^k + h\Delta u^k \geq 0\} \)

Update: \((z^{k+1,1}, u^{k+1,1}, s^{k+1,1}) \leftarrow (z^k, v^k, u^k, s^k) + \gamma h^k \Delta[z^k, v^k, u^k, s^k](\sigma^k \mu^k 1 - \Delta s^{k,\text{aff}} \Delta u^{k,\text{aff}})\)


Relation of Primal-Dual to Primal Barrier Methods

An insightful relation between primal barrier and primal-dual methods can be established as follows. Writing the optimality conditions for problem $P(\mu)$ (3.32) gives

$$\nabla f(z) + \mu \nabla \Phi_g(z) + A'v = 0 \quad (3.50a)$$

$$Az = b \quad (3.50b)$$

$$g(z) \leq 0 \quad (3.50c)$$

where $g(z) \leq 0$ has been added for the barrier function $\Phi_g$ to be well defined. If one now defines

$$u = \mu \text{diag}(-g(z))^{-1}1, \quad (3.51)$$

the conditions (3.50) become

$$\nabla f(z) + \sum_{i=1}^{m} u_i \nabla g_i(z) + A'v = 0 \quad (3.52a)$$

$$Az = b \quad (3.52b)$$

$$g(z) + s = 0 \quad (3.52c)$$

$$Su = \mu 1 \quad (3.52d)$$

$$(s, u) \geq 0 \quad (3.52e)$$

where we have introduced slack variables $s$ and used the expression for the gradient of the barrier function $\Phi_g$ and the relations $s = -g(z)$, $S = \text{diag}(s)$. Using

$$\sum_{i=1}^{m} u_i \nabla g_i(z) = G(z)'u, \quad (3.53)$$

where $G(z)$ is the Jacobian of $g$ evaluated at the point $z$, yields the same relaxed optimality conditions as (3.43).

Hence if subproblems $P(\mu)$ (3.32) and (3.43) were solved exactly assuming (3.51), the primal iterates of the primal-barrier method and the primal-dual method would coincide (provided that the path parameters coincide, i.e., $\tau = \mu$). However, primal-dual methods are in practice more efficient than primal barrier methods, since they generate search directions using information from the dual space, and therefore the iterates generated by the two algorithms do not coincide in general.

3.3.3 Active Set Methods

In this section we will discuss methods for solving the problem

$$\min_z f(z)$$

subj. to $z \in S$, 

where the feasible set $S \subset \mathbb{R}^s$ is a polyhedron, i.e., a set defined by linear equalities and inequalities, and the objective $f$ is a linear function (linear programming (LP)) or a convex quadratic function (quadratic programming (QP)). As the name indicates, active set methods aim to identify the set of active constraints at the solution. Once this set is known, a solution to the problem can be easily computed. Since the number of potentially visited active sets depends combinatorially on the number of decision variables and constraints, these methods have a worst case complexity that is exponential in the problem size (as opposed to first-order and interior point methods presented in Sections 3.3.1 and 3.3.2, which both have polynomial complexity). However, active set methods work quite well in practice showing the worst case number of iterations only on pathological problem instances. Also, their underlying concepts are important ingredients in multi-parametric programming discussed in Chapter 6.

**Active Set Method for LP (Simplex Method)**

In the following we describe an active set method for the LP

$$\min_{z} \quad c'z$$
subj. to $Gz \leq w$ (3.54)

where for the sake of simplicity we assume that this LP has a solution, i.e., it is neither unbounded below nor infeasible. Although we consider the case where the feasible set is described by linear inequalities only, the same method can be used to solve problems of type

$$\max_{u} \quad -w'u$$
subj. to $G'u = -c$
$u \geq 0$, (3.55)

which is another LP with linear equality and inequality constraints. In particular, (3.55) is the dual problem associated with (3.54) and plays a central role in the active set method for the solution of the primal problem. In fact, the dual will be solved simultaneously with the primal problem as will be shown below.

Central to active set methods for LP is the observation that a solution is always attained at a vertex of the polyhedral feasible set. This fact is often referred to as the *fundamental theorem of linear programming* and gives reason to the methods' alternative naming *simplex methods*. A simple strategy would be to enumerate all vertices of the polyhedron and declare the vertex with the smallest cost as solution. However, one can do better by only visiting those vertices that improve the cost over the previous ones. This is the main idea behind active set methods for LP. Interestingly, it was observed that the simplex method finds a solution in about $2m$ to $3m$ iterations for most practical problems where $m \geq s$ denotes the number of inequalities in (3.54). Nevertheless, pathological polyhedral sets exist which require the method to visit all vertices for certain cost vectors, e.g. the Klee-Minty cube which is a polyhedral set in $\mathbb{R}^s$ with $2^s$ vertices [26].

Before describing the algorithmic scheme of the simplex method for the solution
of (3.54), we state the associated necessary and sufficient KKT conditions

\[
\begin{align*}
G' u + c &= 0, \\
u_i(G_i z - w_i) &= 0, \quad i = 1, \ldots, m, \\
u &\geq 0, \\
G z - w &\leq 0.
\end{align*}
\]

These conditions are composed of primal feasibility (3.56d), dual feasibility (3.56a), (3.56c) and complementarity conditions (3.56b). In the simplex method, primal feasibility and the complementarity conditions are maintained throughout the iterations whereas dual feasibility is sacrificed and will only be satisfied whenever a solution is found. Consequently, the method not only returns a primal minimizer \( z^* \) but also a certificate for optimality \( u^* \) which at the same time is a solution to the dual problem (3.55).

**Initialization**

Assume that a vertex \( z \) of the feasible set is given. At every vertex, at least \( s \) inequalities are active. For the initial active set \( A \) we select exactly \( s \) indices of active inequalities such that the associated submatrix \( G_A \) is invertible. The remaining ones are put into the set \( NA \), i.e., \( A \cup NA = \{1, 2, \ldots, m\} \) and \( A \cap NA = \emptyset \). Hence, the vertex \( z \) is characterized by

\[
\begin{align*}
G_A z &= w_A, \\
G_NA z &\leq w_NA,
\end{align*}
\]

with \( w_A \) and \( w_NA \) being defined accordingly. Similarly, the simplex method initializes a dual multiplier \( u \) such that

\[
\begin{align*}
G'A u_A &= -c, \\
u_NA &= 0.
\end{align*}
\]

Thus, the vertex \( z \) and the dual multiplier \( u \) fulfill the primal feasibility and complementarity conditions of the KKT conditions (3.56) but not necessarily dual feasibility as \( u_A = -G_A^{-1} c \) is nonnegative only when a solution is found.

**Main Loop**

**If** \( u_A \geq 0 \) *(Optimal solution found)*

The pair \((z, u)\) satisfies the KKT conditions (3.56) and thus is an optimal primal/dual pair.

**Else** *(Pivoting)*

A *leaving index* \( l \in A \) is selected such that the related dual variable is negative, i.e., \( u_l < 0 \). It can be shown that in this case an *entering index* \( e \in NA \) can be found such that after interchanging these indices, i.e.

\[
\begin{align*}
A &= A \setminus \{l\} \cup \{e\}, \\
NA &= NA \setminus \{e\} \cup \{l\},
\end{align*}
\]
the next vertex has a cost that is never worse than the cost at the previous vertex. In fact, if the previous vertex \( z \) is non-degenerate, i.e., all inequalities in \( (3.57b) \) are strict, then the cost improves strictly. The systematic interchange of indices between sets \( A \) and \( NA \) is called *pivoting*. Pivoting maintains primal feasibility and the complementarity conditions.

The simplex method described above terminates in a finite number of iterations if all visited vertices are non-degenerate. This follows from strict improvement of the cost in every pivoting step, the finite number of vertices and our assumption that there exists a solution. In the remaining part of this section, we shortly summarize important aspects for every practical implementation of the simplex method that were not discussed before in detail and at the end provide links to the literature.

- **Initialization and detection of infeasibility** For initialization, the simplex method requires a vertex and an associated set of linearly independent constraint vectors (we call such an active set *admissible* from here on). In general, determining both is as hard as solving the original LP. For this reason, simplex implementations often resort to a two-phase approach: In *Phase 1*, an auxiliary LP is solved for which an initial vertex and admissible active set are easy to spot and which has an optimal solution and associated active set that can be used to initialize an LP in *Phase 2*. From the solution of the latter, an optimizer for the original LP can then be reconstructed.

For the LP in \( (3.54) \), a possible auxiliary *Phase 1* LP is

\[
\begin{align*}
\min_{y, z_+, z_-} & \quad y \\
\text{subj. to} & \quad Gz_+ - Gz_- - 1y \leq w, \\
& \quad z_+, z_-, y \geq 0.
\end{align*}
\]

(3.60)

It can be easily verified that the vector \((z_+, z_-, y)\) with \(z_+ = z_- = 0\) and \(y = \min\{y \geq 0 \mid y \geq -w_i, i = 1, \ldots, m\}\) is a vertex of the feasible set in (3.60). In order to find an admissible active set, we distinguish two cases: If \(w \geq 0\), then \(y = 0\) and the admissible active set is composed of all indices referring to the non-negativity inequalities in (3.60). Otherwise, there exists at least one index \(i\) such that \(w_i < 0\) which implies \(y > 0\). In this case, the admissible active set is determined by all indices referring to non-negativity inequalities for variables \(z_+\) and \(z_-\) and a single index referring to one of the active constraints in \(Gz_+ - Gz_- - 1y \leq w\) at the initial vertex. This active set can be shown to lead to a constraint submatrix that is always invertible, so, the auxiliary LP can be solved by the simplex method next.

Let us denote the optimal solution to (3.60) as \((y^*, z_+^*, z_-^*)\). If \(y^*\) is positive, then the original LP \((3.54)\) is infeasible. Only if \(y^* = 0\), a feasible solution exists and is given by \(z_+^* - z_-^*\). Since the solution to the *Phase 1* problem is a vertex and comes with an admissible active set, it can be used right away
for the initialization of the simplex method for solving the Phase 2 problem

\[
\min_{y, z_+, z_-} c^T z_+ - c^T z_-
\]

sub. to

\[
G z_+ - G z_- - 1 y \leq w,
\]

\[
z_+, z_-, y \geq 0
\]

\[
y \leq 0,
\]

which is equivalent to the original LP (3.54): Every solution \((0, z_+^*, z_-^*)\) to (3.61) implies a solution \(z_+^* - z_-^*\) to the original problem and vice versa.

- **Detection of unboundedness** An LP is unbounded whenever there exists a feasible sequence \(\{z^k\}, G z^k \leq w\), such that \(c^T z^k \to -\infty\). The simplex method can detect unboundedness quite easily by identifying a descent direction along which the objective decreases without bound.

- **Convergence in case of degeneracy** A vertex is degenerate whenever more than \(s\) inequalities are active at this point. Degeneracy does not prevent active set updates but does prevent improving the cost from iterate to iterate by revisiting the same vertex. In the worst case, this can lead to cycling, i.e., the simplex method visits the same vertex infinitely often and thus fails to find an optimal solution. The main methodology to overcome cycling is to slightly perturb the problem data such that all visited vertices are guaranteed to be non-degenerate and to recover the original (non-perturbed) solution in a final step.

- **Pivoting rules** In the simplex method presented above, a leaving index is selected from the active set such that the associated dual variable is negative. In fact, there can be more than one such index and different selection rules lead to different next vertices and thus progress in the cost. Many selection or *pivoting* rules for the leaving index exist, e.g. choosing the index that corresponds to the most negative dual variable as proposed in the original simplex method by Dantzig [92], and consequently lead to a whole family of different simplex methods.

- **Linear algebra** Efficiency of the simplex method depends not only on the number of visited vertices, which is unknown in advance and can be exponential in the problem size in the worst case, but to a great extent on efficient linear algebra routines for the computation of new vertices when doing pivoting steps. Since in the simplex method only a single index is removed and added to the active set \(A\) in every iteration, specific linear algebra routines can be used to update the factorization of the constraint submatrix \(G_A\).

There is a great amount of literature available on linear programming and the simplex method. One of the earliest books on this topic is by G.B. Dantzig [92] who developed the simplex method in 1947 and is generally known as the *father of linear programming*. Other references in this field are [217], [280] and [223, Chapter 13]. The material for the Phase 1/Phase 2 part of this section is based on the latter two references. Finally, it should be noted that the simplex method consistently ranks among the ten most important algorithms of the 20th century.
Active Set Method for QP

In this section we consider an active set method for the solution of the convex QP

\[
\begin{align*}
\min_z & \quad \frac{1}{2}z'Hz + q'z \\
\text{subj. to} & \quad Gz \leq w.
\end{align*}
\] (3.62)

We restrict the discussion to the case when the Hessian \( H \) is positive definite and the feasible set determined by the linear inequality constraints is non-empty. These assumptions imply that both a unique solution \( z^* \) to (3.62) and unique solutions to all the subproblems encountered in the active set method exist (this will become clear later in this section). Another consequence of positive definiteness of the Hessian is that the presented active set method can be shown to never cycle, i.e., it can be guaranteed that the solution is found in a finite number of iterations without any safeguard against cycling, in contrast to the LP case. Note that we do not consider explicit linear equality constraints in order to facilitate a streamlined presentation of the main concepts.

Active set methods for QP share many features of active set methods for LP. They too identify the set of active inequality constraints at the optimal solution and return a certificate of optimality \( u^* \) which is a solution to the dual problem

\[
\begin{align*}
\max_u & \quad -\frac{1}{2}(q + G'u)'H^{-1}(q + G'u) - w'u \\
\text{subj. to} & \quad u \geq 0.
\end{align*}
\]

The dual problem is also a QP. If, however, the constraint matrix \( G \) has more rows than columns (this is the usual case) then the Hessian of the concave objective is negative semi-definite and thus the dual solution might not be unique.

The principal feature that distinguishes the QP from the LP is that the search for a solution cannot be restricted to the vertices of the polyhedral feasible set. The solution can also be attained on an edge, a face or even in the interior. These possibilities, in the non-degenerate case, correspond to differently sized active sets, i.e., the size is \( s \) (solution on a vertex), \( s - 1 \) (solution on an edge), \( s - j \) where \( j \in \{2, 3, \ldots, s - 1\} \) (solution on a face) or the active set might even be empty (solution in the interior). So, there is a combinatorial number of potential active sets \( A \), each corresponding to a QP with equality constraints

\[
\begin{align*}
\min_z & \quad \frac{1}{2}z'Hz + q'z \\
\text{subj. to} & \quad G_Az = w_A,
\end{align*}
\] (3.63)

where \( G_A \) is the submatrix of constraint matrix \( G \) according to the active set \( A \). The r.h.s. vector \( w_A \) is defined accordingly.

The main idea behind active set methods for QP is to select active sets in a way such that the corresponding iterates stay primal feasible and lead to a cost that decreases monotonically. By doing so, one usually circumvents the brute force approach of checking all possible active sets although there exists no active set method that excludes this possibility by mathematical analysis, i.e., no active set method for QP with polynomial complexity is known.

A non-constant active set size has two important consequences: First of all, there is no interchange of indices between set \( A \) and the complementary set \( N_A \) as in the LP case, i.e., in every iteration of the active set method for QP an index
corresponding to a row of constraint matrix $G$ is either added or removed from the current active set or no action is taken at all. Second, a solution to the equality-constrained QP (3.63) associated with every active set is not necessarily a feasible iterate with respect to the original problem (3.62). So, additional measures must be taken in order to maintain primal feasibility of the iterates.

For the understanding of the active set method presented next, it is instructive to consider the necessary and sufficient KKT conditions for problem (3.62)

\[
Hz + q + G'u = 0, \quad \tag{3.64a}
\]
\[
u_i(Giz - wi) = 0, \quad i = 1, \ldots, m, \quad \tag{3.64b}
\]
\[u \geq 0, \quad \tag{3.64c}
\]
\[Gz - w \leq 0. \quad \tag{3.64d}
\]

The active set method maintains primal feasibility (3.64d) as well as stationarity (3.64a) and the complementarity conditions (3.64b). The dual variable $u$ is feasible (3.64c) only when the active set at the optimal solution is identified. Note, however, that no dual iterates are maintained, in contrast to the LP case, since they are not required in every iteration. Only at times when the termination criterion needs to be verified or an index removed from the current active set, dual variables are computed.

**Initialization**

Assume that a primal feasible point $z$ is given. Define the initial active set $A$ as a non-empty subset of all indices of active inequalities at $z$ such that the associated submatrix $G_A$ has full row rank. In fact, it suffices to choose only a single index corresponding to any active inequality. The remaining indices are put into set $NA$, i.e., $NA = \{1, 2, \ldots, m\} \setminus A$.

**Main Loop**

Minimize the quadratic cost over the affine set determined by the active set $A$, i.e., solve (3.63). For the sake of convenience, we substitute the decision variable in (3.63) by $z + \delta$, i.e., the sum of the current iterate and an offset, and obtain the optimal offset $\delta^*$ from

\[
\begin{align*}
\min_{\delta} & \quad \frac{1}{2}\delta'\delta + (q + Hz)'\delta \\
\text{subj. to} & \quad G_A\delta = 0.
\end{align*}
\tag{3.65}
\]

If $\delta^* = 0$

Compute the Lagrange multipliers $u_A$ for the equality constraints in (3.65).

**If** $u_A \geq 0$ *(Optimal solution found)*

The pair $(z, u)$, where $u$ is partitioned into $u_A$ and $u_{NA} = 0$, satisfies the KKT conditions (3.64) and thus is an optimal primal/dual pair. This follows from the fact that the pair $(z, u_A)$ is an optimal primal/dual solution for (3.65) and so satisfies the stationarity condition

\[Hz + q + G_A'u_A = 0.\]

By definition of $u_{NA}$ as the zero vector, this implies that the stationarity condition for the original QP (3.64a) is satisfied as well.
\textbf{Else (Remove index from active set)}

An index \( l \in A \) is removed from the active set such that the related dual variable is negative, i.e., \( u_l < 0 \), and the next iterate is defined as the previous one, i.e.

\[
A = A \setminus \{l\}, \\
NA = NA \cup \{l\}, \\
z = z.
\]

It can be shown that by choosing the leaving index this way, an offset \( \delta^* \) is obtained in the next iteration from (3.65) that is a \textit{descent direction} with respect to the quadratic cost. Also, \( \delta^* \) turns out to be a feasible direction with respect to the removed inequality constraint, i.e., the leaving constraint will not be added again in the next iteration.

\textbf{Else (}\( \delta^* \neq 0 \))

The minimizer \( z + \delta^* \) of the quadratic cost over the affine set might be infeasible with respect to the original problem (3.62). So, we need to find the largest step size \( \alpha^* \in [0, 1] \) such that \( z + \alpha^* \delta^* \) remains feasible. Note that this step size can be computed explicitly as

\[
\alpha^* = \min \left\{ 1, \min_{i \in NA; G_i^* \delta^* > 0} \frac{w_i - G_i^* z}{G_i^* \delta^*} \right\}. \tag{3.67}
\]

So, a new primal iterate is obtained from

\[
z = z + \alpha^* \delta^*.
\]

\textbf{If } \( \alpha^* = 1 \) \textbf{ (No active set change)}

\[
A = A \\
NA = NA
\]

\textbf{Else (Add blocking index)}

Assume that the inequality corresponding to index \( e \in NA \) prevents us from taking a full step, i.e., \( \alpha^* = \frac{w_e - G_e^* z}{G_e^* \delta^*} < 1 \). Then we update the active set by adding this index, i.e.

\[
A = A \cup \{e\}, \\
NA = NA \setminus \{e\}.
\]

In the following, we shortly describe how to initialize the active set method and how to obtain a solution to the equality-constrained QP (3.65). Note that this part, same as the described active set method, is based on [223, Chapter 16].

- \textit{Initialization and detection of infeasibility} Initialization of the active set method for QP is less restrictive than for LP since only a feasible point of the polyhedral feasible set, as opposed to a vertex, is required. Such a point
can be obtained either from practical insight or from solving the Phase 1 LP in (3.60). An alternative approach is to solve

\[
\min_{z, \epsilon} \quad \frac{1}{2} z' H z + q' z + \rho_1 \epsilon' \epsilon + \rho_2 1' \epsilon \\
\text{subj. to} \quad Gz \leq w + \epsilon \\
\epsilon \geq 0,
\]

for which a feasible point can be spotted easily and which can be shown to have the same solution as (3.62) if \( \rho_1 \geq 0 \) and \( \rho_2 > \|u^*\|_\infty \), where \( u^* \) is a Lagrange multiplier for the inequality constraint in (3.62). This follows from the theory of exact penalty functions (Section 12.6, page 265).

Since the Lagrange multiplier is usually unknown, one starts with a guess for the weight \( \rho_2 \) and solves the problem. The value was chosen big enough if at the solution \( \epsilon^* = 0 \), otherwise, the weight needs to be increased and the problem solved again. If no big enough weight can be found such that \( \epsilon^* = 0 \), the problem is infeasible.

- **Linear algebra** Key to good performance of an active set method is an efficient solution of the equality-constrained QP in (3.65). Notice that a solution to (3.65) satisfies the KKT conditions

\[
\begin{bmatrix}
H & G'_A \\
G_A & 0
\end{bmatrix}
\begin{bmatrix}
\delta^* \\
u_A
\end{bmatrix} =
\begin{bmatrix}
-(q + H z) \\
0
\end{bmatrix}.
\]

(3.71)

It turns out that the so-called KKT matrix in (3.71) is invertible if the Hessian \( H \) is positive definite and the submatrix \( G_A \) has full row rank. Both conditions are fulfilled in our case. In particular, whenever the method is initialized with an active set that leads to full row rank of \( G_A \), this property can be shown to be maintained throughout all iterations without requiring extra checks. In this case, a good way for solving (3.71) is the Schur complement method. Since \( H \) can be inverted, we can express the primal solution as

\[
\delta^* = -H^{-1} (G'_A u_A + q + H z),
\]

which leads to the equation

\[
G_A H^{-1} G'_A u_A = -G_A H^{-1} (q + H z)
\]

for the Lagrange multiplier \( u_A \). Since \( G_A H^{-1} G'_A \) is positive definite, we can solve for \( u_A \) using a Cholesky factorization and compute \( \delta^* \) afterwards. Note that the factorization needs to be updated every time the active set changes. Since at most one index is added or removed per iteration, efficient update schemes can be used that circumvent a full factorization.
Chapter 4

Polyhedra and P-collections

Polyhedra are the fundamental geometric objects used in this book. There is a vast body of literature related to polyhedra because they are important for a wide range of applications. In this chapter we introduce the main definitions and the algorithms which describe some operations on polyhedra. Our intent is to provide only the necessary elements for the readers interested in reproducing the control algorithms reported in this book. Most definitions given here are standard. For additional details the reader is referred to [296, 135, 112].

4.1 General Set Definitions and Operations

An \( n \)-dimensional ball \( B(x_c, \rho) \) is the set \( B(x_c, \rho) = \{ x \in \mathbb{R}^n : \|x - x_c\|_2 \leq \rho \} \). The vector \( x_c \) is the center of the ball and \( \rho \) is the radius.

Affine sets are sets described by the solutions of a system of linear equations:

\[
F = \{ x \in \mathbb{R}^n : Ax = b, \text{ with } A \in \mathbb{R}^{m \times n}, b \in \mathbb{R}^m \}.
\]

(4.1)

If \( F \) is an affine set and \( \bar{x} \in F \), then the translated set \( V = \{ x - \bar{x} : x \in F \} \) is a subspace.

The affine combination of a finite set of points \( x^1, \ldots, x^k \) belonging to \( \mathbb{R}^n \) is defined as the point \( \lambda^1 x^1 + \ldots + \lambda^k x^k \) where \( \sum_{i=1}^{k} \lambda^i = 1 \).

The affine hull of \( K \subseteq \mathbb{R}^n \) is the set of all affine combinations of points in \( K \) and it is denoted as \( \text{aff}(K) \):

\[
\text{aff}(K) = \{ \lambda^1 x^1 + \ldots + \lambda^k x^k : x^i \in K, i = 1, \ldots, k, \sum_{i=1}^{k} \lambda^i = 1 \}.
\]

(4.2)

The affine hull of \( K \) is the smallest affine set that contains \( K \) in the following sense: if \( S \) is any affine set with \( K \subseteq S \), then \( \text{aff}(K) \subseteq S \).

The dimension of an affine set, affine combination or affine hull is the dimension of the largest ball of radius \( \rho > 0 \) included in the set.
Example 4.1  The set 
\[ F = \{ x \in \mathbb{R}^2 : x_1 + x_2 = 1 \} \]
is an affine set in \( \mathbb{R}^2 \) of dimension one. The points \( x^1 = [0, 1]' \) and \( x^2 = [1, 0]' \) belong to the set \( F \). The point \( \bar{x} = -0.2x^1 + 1.2x^2 = [1.2, -0.2]' \) is an affine combination of points \( x^1 \) and \( x^2 \). The affine hull of \( x^1 \) and \( x^2 \), \( \text{aff}(\{x^1, x^2\}) \), is the set \( F \).

Convex sets have been defined in Section 1.2. The convex combination of a finite set of points \( x^1, \ldots, x^k \) belonging to \( \mathbb{R}^n \) is defined as the point \( \lambda^1 x^1 + \ldots + \lambda^k x^k \) where \( \sum_{i=1}^{k} \lambda^i = 1 \) and \( \lambda^i \geq 0, i = 1, \ldots, k \).

The convex hull of a set \( K \subseteq \mathbb{R}^n \) is the set of all convex combinations of points in \( K \) and it is denoted as \( \text{conv}(K) \):

\[ \text{conv}(K) = \{ \lambda^1 x^1 + \ldots + \lambda^k x^k : x_i \in K, \lambda^i \geq 0, i = 1, \ldots, k, \sum_{i=1}^{k} \lambda^i = 1 \}. \quad (4.3) \]

The convex hull of \( K \) is the smallest convex set that contains \( K \) in the following sense: if \( S \) is any convex set with \( K \subseteq S \), then \( \text{conv}(K) \subseteq S \).

Example 4.2  Consider three points \( x^1 = [1, 1]' \), \( x^2 = [1, 0]' \), \( x^3 = [0, 1]' \) in \( \mathbb{R}^2 \). The point \( \bar{x} = \lambda^1 x^1 + \lambda^2 x^2 + \lambda^3 x^3 \) with \( \lambda^1 = 0.2, \lambda^2 = 0.2, \lambda^3 = 0.6 \) is \( \bar{x} = [0.4, 0.8]' \) and it is a convex combination of the points \( \{x^1, x^2, x^3\} \). The convex hull of \( \{x^1, x^2, x^3\} \) is the triangle plotted in Figure 4.1. Note that any set in \( \mathbb{R}^2 \) strictly contained in the triangle and containing \( \{x^1, x^2, x^3\} \) is non-convex. This illustrates that the convex hull is the smallest set that contains these three points.

A cone spanned by a finite set of points \( K = \{x^1, \ldots, x^k\} \) is defined as
\[ \text{cone}(K) = \{ \sum_{i=1}^{k} \lambda^i x^i : \lambda^i \geq 0, i = 1, \ldots, k \}. \quad (4.4) \]
We define \( \text{cone}(\mathcal{K}) = \{0\} \) if \( \mathcal{K} \) is the empty set.

**Example 4.3** Consider three points \( x^1 = [1, 1, 1]' \), \( x^2 = [1, 2, 1]' \), \( x^3 = [1, 1, 2]' \) in \( \mathbb{R}^3 \). The cone spanned by \( \{x^1, x^2, x^3\} \) is an unbounded set. It is depicted in Figure 4.2.

![Figure 4.2 Example 4.3. Illustration of a cone spanned by the three points \( x^1 = [1, 1, 1]' \), \( x^2 = [1, 2, 1]' \), \( x^3 = [1, 1, 2]' \).](image)

The Minkowski sum of two sets \( \mathcal{P}, \mathcal{Q} \subseteq \mathbb{R}^n \) is defined as

\[
\mathcal{P} \oplus \mathcal{Q} = \{ x + y : x \in \mathcal{P}, y \in \mathcal{Q} \}.
\]

By definition, any point in \( \mathcal{P} \oplus \mathcal{Q} \) can be written as the sum of two points, one in \( \mathcal{P} \) and one in \( \mathcal{Q} \). For instance, the Minkowski sum of two balls (\( \mathcal{P} \) and \( \mathcal{Q} \)) centered at the origin and with radius 1, is a ball (\( \mathcal{P} \oplus \mathcal{Q} \)) centered at the origin and with radius 2.

### 4.2 Polyhedra and Representations

Some of the concepts here have been briefly touched in Section 2.1. In the following we give two definitions of a polyhedron. They are mathematically equivalent but they lead to two different polyhedron representations. The proof of equivalence is not trivial and can be found in [296].

An **\( H \)-polyhedron** \( \mathcal{P} \) in \( \mathbb{R}^n \) denotes an intersection of a finite set of closed half-spaces in \( \mathbb{R}^n \):

\[
\mathcal{P} = \{ x \in \mathbb{R}^n : Ax \leq b \},
\]

where \( Ax \leq b \) is the usual shorthand form for a system of inequalities, namely \( a_i'x \leq b_i \), \( i = 1, \ldots, m \), where \( a_1, \ldots, a_m \) are the rows of \( A \), and \( b_1, \ldots, b_m \) are the components of \( b \). In Figure 4.3 a two-dimensional \( H \)-polyhedron is plotted.

An **\( V \)-polyhedron** \( \mathcal{P} \) in \( \mathbb{R}^n \) denotes the Minkowski sum (defined in (4.5)) of the convex hull of a finite set of points \( \{V_1, \ldots, V_k\} \) of \( \mathbb{R}^n \) and the cone generated by a finite set of vectors \( \{y_1, \ldots, y_k'\} \) of \( \mathbb{R}^n \):

\[
\mathcal{P} = \text{conv}(V) \oplus \text{cone}(Y),
\]
for some $V = [V_1, \ldots, V_k] \in \mathbb{R}^{n \times k}, \ Y = [y_1, \ldots, y_{k'}] \in \mathbb{R}^{n \times k'}$. The main theorem for polyhedra states that any $\mathcal{H}$-polyhedron can be converted into a $\mathcal{V}$-polyhedron and vice-versa [296, p.30].

An $\mathcal{H}$-polytope is a bounded $\mathcal{H}$-polyhedron (in the sense that it does not contain any ray $\{x + ty : t \geq 0\}$). In Figure 4.4 a two-dimensional $\mathcal{H}$-polytope is plotted.

A $\mathcal{V}$-polytope is a bounded $\mathcal{V}$-polyhedron

$$\mathcal{P} = \text{conv}(V) = \{V\lambda \mid \lambda \geq 0, \ 1'\lambda = 1\}.$$ (4.8)

In Section 4.4.4 we show how to convert any $\mathcal{H}$-polytope into a $\mathcal{V}$-polytope and vice versa.
The dimension of a polytope (polyhedron) $\mathcal{P}$ is the dimension of its affine hull and is denoted by $\dim(\mathcal{P})$. We say that a polytope $\mathcal{P} \subset \mathbb{R}^n$, $\mathcal{P} = \{x \in \mathbb{R}^n : P^x x \leq P^c\}$, is full-dimensional if $\dim(\mathcal{P}) = n$ or, equivalently, if it is possible to fit a nonempty $n$-dimensional ball in $\mathcal{P}$,

$$\exists x \in \mathbb{R}^n, \epsilon > 0 : B(x, \epsilon) \subset \mathcal{P},$$

or, equivalently,

$$\exists x \in \mathbb{R}^n, \epsilon > 0 : \|\delta\|_2 \leq \epsilon \Rightarrow P^x(x + \delta) \leq P^c.$$

(4.9)

(4.10)

Otherwise, we say that polytope $\mathcal{P}$ is lower-dimensional. A polytope is referred to as empty if

$$\mathcal{P} = \emptyset.$$

(4.11)

Furthermore, if $\|P^x_i\|_2 = 1$, where $P^x_i$ denotes the $i$-th row of a matrix $P^x$, we say that the polytope $\mathcal{P}$ is normalized.

Let $\mathcal{P}$ be a polyhedron. A linear inequality $c'z \leq c_0$ is said to be valid for $\mathcal{P}$ if it is satisfied for all points $z \in \mathcal{P}$. A face of $\mathcal{P}$ is any nonempty set of the form

$$F = \mathcal{P} \cap \{z \in \mathbb{R}^s : c'z = c_0\},$$

(4.12)

where $c'z \leq c_0$ is a valid inequality for $\mathcal{P}$. The dimension of a face is the dimension of its affine hull. For the valid inequality $0z \leq 0$ we get that $\mathcal{P}$ is a face of $\mathcal{P}$. All faces of $\mathcal{P}$ satisfying $F \subset \mathcal{P}$ are called proper faces and have dimension less than $\dim(\mathcal{P})$. The faces of dimension 0, 1, $\dim(\mathcal{P})$-2 and $\dim(\mathcal{P})$-1 are called vertices, edges, ridges, and facets, respectively. The set $V$ of all the vertices of a polytope $\mathcal{P}$ will be denoted as

$$V = \text{extreme}(\mathcal{P}).$$

The next theorem summarizes basic facts about faces.

**Theorem 4.1** Let $\mathcal{P}$ be a polytope, $V$ the set of all its vertices and $F$ a face.

1. $\mathcal{P}$ is the convex hull of its vertices: $\mathcal{P} = \text{conv}(V)$.
2. $F$ is a polytope.
3. Every intersection of faces of $\mathcal{P}$ is a face of $\mathcal{P}$.
4. The faces of $F$ are exactly the faces of $\mathcal{P}$ that are contained in $F$.
5. The vertices of $F$ are exactly the vertices of $\mathcal{P}$ that are contained in $F$.

A $d$-simplex is a polytope of $\mathbb{R}^d$ with $d + 1$ vertices.

In this book we will work mostly with $\mathcal{H}$-polyhedra and $\mathcal{H}$-polytopes. This choice has important consequences for algorithm implementations and their complexity. As a simple example, a unit cube in $\mathbb{R}^d$ can be described through $2d$ equalities as an $\mathcal{H}$-polytope, but requires $2^d$ points in order to be described as a $\mathcal{V}$-polytope. We want to mention here that many efficient algorithms that work on polyhedra require both $\mathcal{H}$ and $\mathcal{V}$ representations. In Figure 4.5 the $\mathcal{H}$-representation and the $\mathcal{V}$-representation of the same polytope in two dimensions are plotted.
Consider Figure 4.5(b) and notice that no inequality can be removed without changing the polyhedron. Inequalities which can be removed without changing the polyhedron described by the original set are called redundant. The representation of an \( \mathcal{H} \)-polyhedron is minimal if it does not contain redundant inequalities. Detecting whether an inequality is redundant for an \( \mathcal{H} \)-polyhedron requires solving a linear program, as described in Section 4.4.1.

By definition a polyhedron is a closed set. In this book we will also work with sets which are not closed but whose closure is a polyhedron. For this reason the two following non-standard definitions will be useful.

**Definition 4.1 (Open Polyhedron (Polytope))** A set \( C \subseteq \mathbb{R}^n \) is called an open polyhedron (polytope) if it is open and its closure is a polyhedron (polytope).

**Definition 4.2 (Neither Open nor Closed Polyhedron (Polytope))** A set \( C \subseteq \mathbb{R}^n \) is called neither an open nor a closed polyhedron (polytope) if it is neither open nor closed and its closure is a polyhedron (polytope).

### 4.3 Polytopal Complexes

According to our definition every polytope represents a convex, compact (i.e., bounded and closed) set. In this book we will also encounter sets that are disjoint or non-convex but can be represented by the union of a finite number of polytopes. Therefore, it is useful to define the following mathematical concepts.
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Definition 4.3 (P-collection) A set $C \subseteq \mathbb{R}^n$ is called a P-collection if it is a collection of a finite number of $n$-dimensional polyhedra, i.e.

$$C = \{C_i\}_{i=1}^{N_C},$$

where $C_i = \{x \in \mathbb{R}^n : C_i^x x \leq C_i^c\}$, $\dim(C_i) = n$, $i = 1, \ldots, N_C$, with $N_C < \infty$.

Definition 4.4 (Underlying Set) The underlying set of a P-collection $C = \{C_i\}_{i=1}^{N_C}$ is the

$$\mathcal{L} = \bigcup_{P \in \mathcal{C}} \mathcal{P} = \bigcup_{i=1}^{N_C} C_i.$$

Example 4.4 A collection $C = \{[-2, -1], [0, 2], [2, 4]\}$ is a P-collection in $\mathbb{R}^1$ with the underlying set $\mathcal{L} = [-2, -1] \cup [0, 4]$. As another example, $C = \{[-2, 0], [-1, 1], [0, 2]\}$ is a P-collection in $\mathbb{R}^1$ with underlying set $\mathcal{L} = [-2, 2]$. Clearly, polytopes that define a P-collection can overlap, the underlying set can be disconnected and non-convex.

Usually it is clear from the context if we are talking about the P-collection or referring to the underlying set of a P-collection. Therefore for simplicity, we use the same notation for both.

Definition 4.5 (Strict Polyhedral Partition) A collection of sets $\{C_i\}_{i=1}^{N_C}$ is a strict partition of a set $C$ if (i) $\bigcup_{i=1}^{N_C} C_i = C$ and (ii) $C_i \cap C_j = \emptyset$, $\forall i \neq j$. Moreover $\{C_i\}_{i=1}^{N_C}$ is a strict polyhedral partition of a polyhedral set $C$ if $\{C_i\}_{i=1}^{N_C}$ is a strict partition of $C$ and $\bar{C}_i$ is a polyhedron for all $i$, where $\bar{C}_i$ denotes the closure of the set $C_i$.

Definition 4.6 (Polyhedral Partition) A collection of sets $\{C_i\}_{i=1}^{N_C}$ is a partition of a set $C$ if (i) $\bigcup_{i=1}^{N_C} C_i = C$ and (ii) $(C_i \setminus \partial C_i) \cap (C_j \setminus \partial C_j) = \emptyset$, $\forall i \neq j$. Moreover $\{C_i\}_{i=1}^{N_C}$ is a polyhedral partition of a polyhedral set $C$ if $\{C_i\}_{i=1}^{N_C}$ is a partition of $C$ and $C_i$ is a polyhedron for all $i$. The set $\partial C_j$ is the boundary of the set $C_j$.

Note that in a strict polyhedral partition of a polyhedron some of the sets $C_i$ must be open or neither open nor closed. In a partition all the sets may be closed and points on the closure of a particular set may also belong to one or several other sets. Also, note that a polyhedral partition is a special class of a P-collection.

4.3.1 Functions on Polytopal Complexes

Definition 4.7 A function $h(\theta) : \Theta \rightarrow \mathbb{R}$, where $\Theta \subseteq \mathbb{R}^s$, is piecewise affine (PWA) if there exists a strict partition $R_1, \ldots, R_N$ of $\Theta$ and $h(\theta) = H^i \theta + k^i$, $\forall \theta \in R_i$, $i = 1, \ldots, N$.

Definition 4.8 A function $h(\theta) : \Theta \rightarrow \mathbb{R}$, where $\Theta \subseteq \mathbb{R}^s$, is piecewise affine on polyhedra (PPWA) if there exists a strict polyhedral partition $R_1, \ldots, R_N$ of $\Theta$ and $h(\theta) = H^i \theta + k^i$, $\forall \theta \in R_i$, $i = 1, \ldots, N$. 
Definition 4.9 A function $h(\theta) : \Theta \to \mathbb{R}$, where $\Theta \subseteq \mathbb{R}^s$, is piecewise quadratic (PWQ) if there exists a strict partition $R_1, \ldots, R_N$ of $\Theta$ and $h(\theta) = \theta' H^i \theta + k^i \theta + l^i$, $\forall \theta \in R_i$, $i = 1, \ldots, N$.

Definition 4.10 A function $h(\theta) : \Theta \to \mathbb{R}$, where $\Theta \subseteq \mathbb{R}^s$, is piecewise quadratic on polyhedra (PPWQ) if there exists a strict polyhedral partition $R_1, \ldots, R_N$ of $\Theta$ and $h(\theta) = \theta' H^i \theta + k^i \theta + l^i$, $\forall \theta \in R_i$, $i = 1, \ldots, N$.

As long as the function $h(\theta)$ we are defining is continuous it is not important if the partition constituting the domain of the function is strict or not. If the function is discontinuous at points on the closure of a set, then this function can only be defined if the partition is strict. Otherwise we may obtain several conflicting definitions of function values (or set-valued functions). Therefore for the statement of theoretical results involving discontinuous functions we will always assume that the partition is strict. For notational convenience, however, when working with continuous functions we will make use of partitions rather than strict partitions.

4.4 Basic Operations on Polytopes

We will now define some basic operations and functions on polytopes. Note that although we focus on polytopes and polytopic objects most of the operations described here are directly (or with minor modifications) applicable to polyhedral objects. Additional details on polytope computation can be found in [296, 135, 112]. All operations and functions described in this chapter are contained in the MPT toolbox [149].

4.4.1 Minimal Representation

We say that a polytope $P \subset \mathbb{R}^n$, $P = \{x \in \mathbb{R}^n : P^x x \leq P^c\}$ is in a minimal representation if the removal of any row in $P^x x \leq P^c$ would change it (i.e., if there are no redundant constraints). The computation of the minimal representation (henceforth referred to as polytope reduction) of polytopes is discussed in [112]. The redundancy of each constraint is checked, which generally requires the solution of one LP for each half-space defining the non-minimal representation of $P$. We summarize this simple implementation of the polytope reduction in Algorithm 4.1. An improved algorithm for polytope reduction is discussed in [269] where the authors combine the procedure outlined in Algorithm 4.1 with heuristic methods, such as bounding-boxes and ray-shooting, to discard redundant constraints more efficiently.

It is straightforward to see that a normalized, full-dimensional polytope $P$ has a unique minimal representation. Note that ‘unique’ here means that for $P = \{x \in \mathbb{R}^n : P^x x \leq P^c\}$ the matrix $[P^x P^c]$ consists of the unique set of row vectors, the rows’ order is irrelevant. This fact is very useful in practice. Normalized, full-dimensional polytopes in a minimal representation allow us to avoid any ambiguity.
4.4 Basic Operations on Polytopes

when comparing them and very often speed-up other polytope manipulations.

**Algorithm 4.1** Polytope in minimal representation

**Input** $\mathcal{P} = \{ x : P^x x \leq P^c \}$, with $P^x \in \mathbb{R}^{n_x \times n}$, $P^c \in \mathbb{R}^n$

**Output** $\mathcal{Q} = \{ x : Q^x x \leq Q^c \} = \text{minrep}(\mathcal{P})$

1. $\mathcal{I} \leftarrow \{1, \ldots, n_P\}$
2. For $i = 1$ to $n_P$
   1. $\mathcal{I} \leftarrow \mathcal{I} \setminus \{i\}$
   2. $f^* \leftarrow \max_x P^x_i x$, subj. to $P^x(\mathcal{I}) x \leq P^c(\mathcal{I})$, $P^x_i x \leq P^c_i + 1$
   3. If $f^* > P^c_i$ Then $\mathcal{I} \leftarrow \mathcal{I} \cup \{i\}$
3. End
4. $Q^x = P^x_\mathcal{I}$, $Q^c = P^c_\mathcal{I}$

4.4.2 Convex Hull

The convex hull of a set of points $V = \{V^i\}_{i=1}^{N_V}$, with $V^i \in \mathbb{R}^n$, is a polytope defined as

$$\text{conv}(V) = \{ x \in \mathbb{R}^n : x = \sum_{i=1}^{N_V} \alpha^i V^i, \ \alpha^i \geq 0, \ \sum_{i=1}^{N_V} \alpha^i = 1 \}.$$  (4.15)

The convex hull of a union of polytopes $\mathcal{R}_i \subset \mathbb{R}^n$, $i = 1, \ldots, N_R$, is a polytope

$$\text{conv} \left( \bigcup_{i=1}^{N_R} \mathcal{R}_i \right) = \{ x \in \mathbb{R}^n : x = \sum_{i=1}^{N_R} \alpha^i x^i, \ x^i \in \mathcal{R}_i, \ \alpha^i \geq 0, \ \sum_{i=1}^{N_R} \alpha^i = 1 \}.$$  (4.16)

An illustration of the convex hull operation is given in Figure 4.6. Construction of the convex hull of a set of polytopes is an expensive operation which is exponential in the number of facets of the original polytopes. An efficient software implementation is available in [111] and used in the MPT toolbox [149].

4.4.3 Envelope

The envelope of two $H$-polyhedra $\mathcal{P} = \{ x \in \mathbb{R}^n : P^x x \leq P^c \}$ and $\mathcal{Q} = \{ x \in \mathbb{R}^n : Q^x x \leq Q^c \}$ is an $H$-polyhedron

$$\text{env}(\mathcal{P}, \mathcal{Q}) = \{ x \in \mathbb{R}^n : \bar{P}^x x \leq \bar{P}^c, \ \bar{Q}^x x \leq \bar{Q}^c \},$$  (4.17)

where $\bar{P}^x x \leq \bar{P}^c$ is the subsystem of $P^x x \leq P^c$ obtained by removing all the inequalities not valid for the polyhedron $\mathcal{Q}$, and $\bar{Q}^x x \leq \bar{Q}^c$ is defined in a similar way with respect to $Q^x x \leq Q^c$ and $\mathcal{P}$ [38]. In a similar fashion, the definition can be extended to the case of the envelope of a $P$-collection. An illustration of the envelope operation is depicted in Figure 4.7.
The computation of the envelope is relatively cheap since it only requires the solution of one LP for each facet of $P$ and $Q$. In particular, if a facet of $Q$ (and $P$) is found to be "non redundant" for the polytope $P$ (for the polytope $Q$) then it is not part of the envelope. A version of Algorithm 4.1 can be used. Note that the envelope of two (or more) polytopes is not necessarily a bounded set (e.g., when $P \cup Q$ is shaped like a star).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{convex_hull_operation.png}
\caption{Illustration of the convex hull operation.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{envelope_operation.png}
\caption{Illustration of the envelope operation.}
\end{figure}

### 4.4.4 Vertex Enumeration

The operation of extracting the vertices $V = \{V_i\}_{i=1}^{N_V}$ of a polytope $P$ given in $\mathcal{H}$-representation is referred to as vertex enumeration and denoted as $V = \text{extreme}(P)$. The necessary computational effort is exponential in the number of facets. The work in [12] classifies algorithms for vertex enumeration in two groups: graph traversal and incremental. Graph traversal algorithms construct the graph of vertices and edges of the polyhedron starting from a vertex and finding the other vertices by traversing the graph. Going from one vertex to another is equivalent
to move from one base to another base through pivoting in the simplex algorithm. The reverse search [11] approach belongs to this class. Incremental algorithms start from a subset of the polyhedron halfspaces and its associated vertices and iteratively intersect the remaining halfspaces to compute a new set of vertices. The double description method [114] belongs to this class. An efficient implementation of the double description method is available in [111] and is used in the MPT toolbox [149].

Converting a \( \mathcal{V} \)-polytope into an \( \mathcal{H} \)-polytope corresponds to the convex hull computation. It can also be done via vertex enumeration. This procedure is based upon the polar dual [296, p. 61].

Alternatively, using the polar dual, an \( \mathcal{H} \)-polytope can be converted into a \( \mathcal{V} \)-polytope by a convex hull computation. Because of this “symmetry” we say that vertex enumeration and convex hull computation are dual to each other.

### 4.4.5 Chebychev Ball

The Chebychev Ball of a polytope \( \mathcal{P} = \{ x \in \mathbb{R}^n : P^x x \leq P^c \} \), with \( P^x \in \mathbb{R}^{n \times n} \), \( P^c \in \mathbb{R}^{n \times n} \), corresponds to the largest radius ball \( B(x_c, R) \) with center \( x_c \), such that \( B(x_c, R) \subset \mathcal{P} \). The center and radius of the Chebychev ball can be easily found by solving the following linear optimization problem

\[
\begin{align*}
\max_{x_c, R} & \quad R \\
\text{subj. to} & \quad P^x_i x_c + R \|P^x_i\|_2 \leq P^c_i, \quad i = 1, \ldots, n, \\
\end{align*}
\]

where \( P^x_i \) denotes the \( i \)-th row of \( P^x \). This can be proven as follows. Any point \( x \) of the ball can be written as \( x = x_c + v \) where \( v \) is a vector of length less or equal to \( R \). Therefore the center and radius of the Chebychev ball can be found by solving the following optimization problem

\[
\begin{align*}
\max_{x_c, R} & \quad R \\
\text{subj. to} & \quad P^x_i (x_c + v) \leq P^c_i, \quad \forall v \text{ such that } \|v\|_2 \leq R, \quad i = 1, \ldots, n. \\
\end{align*}
\]

Consider the \( i \)-th constraint

\[
P^x_i (x_c + v) \leq P^c_i, \quad \forall v \text{ such that } \|v\|_2 \leq R.
\]

This can be written as

\[
P^x_i x_c \leq P^c_i - P^x_i v, \quad \forall v \text{ such that } \|v\|_2 \leq R.
\]

Constraint (4.20) is satisfied \( \forall v \) such that \( \|v\|_2 \leq R \) if and only if it is satisfied at \( v = \frac{P^c_i}{\|P^x_i\|_2} R \). Therefore we can rewrite the optimization problem (4.19) as the linear program (4.18).

If the radius obtained by solving (4.18) is \( R = 0 \), then the polytope is lower-dimensional. If \( R < 0 \), then the polytope is empty. Therefore, an answer to the question “is polytope \( \mathcal{P} \) full-dimensional/empty?” is obtained at the cost of only
one linear program. Furthermore, for a full-dimensional polytope we also get a
point $x_c$ that is in the strict interior of $P$. However, the center of a Chebyshev Ball
$x_c$ in (4.18) is not necessarily a unique point (e.g., when $P$ is a rectangle). There
are other types of unique interior points one could compute for a full-dimensional
polytope, e.g., center of the largest volume ellipsoid, analytic center, etc., but those
computations involve the solution of Semi-Definite Programs (SDPs) and therefore
may be more expensive than the Chebyshev Ball computation [65]. An illustration
of the Chebyshev Ball is given in Figure 4.8.

![Figure 4.8 Illustration of the Chebyshev ball contained in a polytope $P$.](image)

### 4.4.6 Projection

Given a polytope $P = \{[x'y']' \in \mathbb{R}^{n+m} : P^x x + P^y y \leq P^c\} \subset \mathbb{R}^{n+m}$ the projection
onto the $x$-space $\mathbb{R}^n$ is defined as

$$\text{proj}_x(P) = \{x \in \mathbb{R}^n : \exists y \in \mathbb{R}^m : P^x x + P^y y \leq P^c\}. \tag{4.21}$$

An illustration of a projection operation is given in Figure 4.9. Current projection

![Figure 4.9 Illustration of the projection of a 3-dimensional polytope $P$ onto
the plane $x_3 = 0$.](image)

methods that can operate in general dimensions can be grouped into four classes:
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Fourier elimination [82, 169], block elimination [15], vertex based approaches [113] and wrapping-based techniques [161]. For a good introduction to projection, we refer the reader to [161] and the references therein.

4.4.7 Set-Difference

The set-difference of two polytopes \( Y \) and \( R_0 \)

\[
R = Y \setminus R_0 = \{ x \in \mathbb{R}^n : x \in Y, x \notin R_0 \},
\]

(4.22)
in general, can be a nonconvex and disconnected set and can be described as a P-collection \( R = \bigcup_{i=1}^{m} R_i \), where \( Y = \bigcup_{i=1}^{m} R_i \cup (R_0 \cap \mathbb{Y}) \). The P-collection \( R = \bigcup_{i=1}^{m} R_i \) can be computed by consecutively inverting the half-spaces defining \( R_0 \) as described in the following Theorem 4.2.

Note that here we use the term P-collection in the dual context of both P-collection and its underlying set (Definitions 4.3 and 4.4). The precise statement would say that \( \mathcal{R} = \mathcal{Y} \setminus \mathcal{R}_0 \), where \( \mathcal{R} \) is the underlying set of the P-collection \( \mathcal{R} = \{ \mathcal{R}_i \}_{i=1}^{m} \). However, whenever it is clear from context, we will use the former, more compact form.

**Theorem 4.2** [44] Let \( Y \subseteq \mathbb{R}^n \) be a polyhedron, \( R_0 = \{ x \in \mathbb{R}^n : A x \leq b \} \), and \( R_0 = \{ x \in Y : A x \leq b \} = R_0 \cap \mathbb{Y} \), where \( b \in \mathbb{R}^m \), \( R_0 \neq \emptyset \) and \( A x \leq b \) is a minimal representation of \( R_0 \). Also let

\[
R_i = \left\{ x \in Y : A^i x > b^i, A^j x \leq b^j, \forall j < i \right\}, \quad i = 1, \ldots, m, \quad j = 1, \ldots, m - 1.
\]

Let \( \mathcal{R} = \bigcup_{i=1}^{m} R_i \). Then, \( \mathcal{R} \) is a P-collection and \( \{ R_0, R_1, \ldots, R_m \} \) is a strict polyhedral partition of \( \mathcal{Y} \).

**Proof:** (i) We want to prove that given an \( x \in \mathcal{Y} \), then either \( x \) belongs to \( \mathcal{R}_0 \) or to \( \mathcal{R}_i \) for some \( i \) but not both. If \( x \in \mathcal{R}_0 \), we are done. Otherwise, there exists an index \( i \) such that \( A^i x > b^i \). Let \( i^* = \min_{i \leq m} \{ i : A^i x > b^i \} \). Then \( x \in \mathcal{R}_{i^*} \), as \( A^{i^*} x > b^{i^*} \) and \( A^j x \leq b^j, \forall j < i^* \), by definition of \( i^* \).

(ii) Let \( x \in \mathcal{R}_0 \). Then there does not exist any \( i \) such that \( A^i x > b^i \), which implies that \( x \notin \mathcal{R}_i, \forall i \leq m \). Let \( x \in \mathcal{R}_i \) and take \( i > j \). Because \( x \in \mathcal{R}_i \), by definition of \( \mathcal{R}_i \) (\( i > j \)) \( A^i x \leq b^i \), which implies that \( x \notin \mathcal{R}_j \).

As an illustration for the procedure proposed in Theorem 4.2 consider the two-dimensional case depicted in Figure 4.10(a). Here \( \mathcal{Y} \) is defined by the inequalities \( \{ x_1^1 \leq x_1 \leq x_1^2, \quad x_2^1 \leq x_2 \leq x_2^2 \} \), and \( \mathcal{R}_0 \) by the inequalities \( \{ g_1 \leq 0, \ldots, g_5 \leq 0 \} \) where \( g_1, \ldots, g_5 \) are linear in \( x \). The procedure consists of considering one by one the inequalities which define \( \mathcal{R}_0 \). Considering, for example, the inequality \( g_1 \leq 0 \), the first set of the rest of the region \( \mathcal{Y} \setminus \mathcal{R}_0 \) is given by \( \mathcal{R}_1 = \{ g_1 \geq 0, x_1 \geq x_1^-, x_2^1 \leq x_2 \leq x_2^2 \} \), which is obtained by reversing the sign of the inequality \( g_1 \leq 0 \) and removing redundant constraints in \( \mathcal{Y} \) (see Figure 4.10(b)). Thus, by considering
the rest of the inequalities we get the partition of the rest of the parameter space $\mathcal{Y}\setminus \mathcal{R}_0 = \bigcup_{i=1}^{5} \mathcal{R}_i$, as reported in Figure 4.10(d).

![Diagram](image1)

(a) Set of parameters $\mathcal{Y}$ and initial set $\mathcal{R}_0$.
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(b) Partition of $\mathcal{Y}\setminus \mathcal{R}_0$ - Step 1.
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(c) Partition of $\mathcal{Y}\setminus \mathcal{R}_0$ - Step 2.

![Diagram](image4)

(d) Final partition of $\mathcal{Y}\setminus \mathcal{R}_0$.

**Figure 4.10** Two dimensional example illustrating Theorem 4.2. Partition of the rest of the space $\mathcal{Y}\setminus \mathcal{R}_0$.

**Remark 4.1** The set difference of two intersecting polytopes $\mathcal{P}$ and $\mathcal{Q}$ (or any closed sets) is not a closed set. This means that some borders of polytopes $\mathcal{R}_i$ from a P-collection $\mathcal{R} = \mathcal{P} \setminus \mathcal{Q}$ are open, while other borders are closed. Even though it is possible to keep track of the origin of particular borders of $\mathcal{R}_i$, thus specifying if they are open or closed, we are not doing so in the algorithms described in this book nor in MPT [149]. In computations, we will henceforth only consider the closure of the sets $\mathcal{R}_i$.

The set difference between two P-collections $\mathcal{P}$ and $\mathcal{Q}$ can be computed as
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described in [22, 134, 243].

4.4.8 Pontryagin Difference

The Pontryagin difference (also known as Minkowski difference) of two polytopes \( \mathcal{P} \) and \( \mathcal{Q} \) is a polytope

\[
\mathcal{P} \ominus \mathcal{Q} = \{ x \in \mathbb{R}^n : x + q \in \mathcal{P}, \forall q \in \mathcal{Q} \}.
\]  

(4.23)

The Pontryagin difference can be efficiently computed for polytopes by solving a sequence of LPs as follows. Define the \( \mathcal{P} \) and \( \mathcal{Q} \) as

\[
\mathcal{P} = \{ y \in \mathbb{R}^n : P^y y \leq P^b \}, \quad \mathcal{Q} = \{ z \in \mathbb{R}^n : Q^z z \leq Q^b \},
\]  

(4.24)

then

\[
W = \mathcal{P} \ominus \mathcal{Q} = \{ x \in \mathbb{R}^n : P^y x \leq P^b - H(P^y, \mathcal{Q}) \},
\]  

(4.25a)

where the \( i \)-th element of \( H(P^y, \mathcal{Q}) \) is

\[
H_i(P^y, \mathcal{Q}) = \max_{x \in \mathcal{Q}} P^y_i x,
\]  

(4.26)

and \( P^y_i \) is the \( i \)-th row of the matrix \( P^y \). Note that for special cases (e.g., when \( \mathcal{Q} \) is a hypercube), more efficient computational methods exist [175]. An illustration of the Pontryagin difference is given in Figure 4.11a.

![Illustration of the Pontryagin difference and Minkowski sum operations.](image)

Figure 4.11 Illustration of the Pontryagin difference and Minkowski sum operations.
4.4.9 Minkowski Sum

The Minkowski sum of two polytopes \( P \) and \( Q \) is a polytope
\[
P \oplus Q = \{ y + z \in \mathbb{R}^n : y \in P, z \in Q \}.
\]
(4.27)

The Minkowski sum is a computationally expensive operation which requires either vertex enumeration and convex hull computation in \( n \)-dimensions or a projection from \( 2n \) down to \( n \) dimensions. The implementation of the Minkowski sum via projection is described below. If the polytopes are defined by
\[
P = \{ y \in \mathbb{R}^n : P^y y \leq P^c \}, \quad Q = \{ z \in \mathbb{R}^n : Q^z z \leq Q^c \},
\]
then it holds that
\[
W = P \oplus Q
\]
\[
= \left\{ x \in \mathbb{R}^n : x = y + z, \ P^y y \leq P^c, \ Q^z z \leq Q^c, \ y, z \in \mathbb{R}^n \right\}
\]
\[
= \left\{ x \in \mathbb{R}^n : \exists y \in \mathbb{R}^n, \text{ subj. to } P^y y \leq P^c, \ Q^z (x - y) \leq Q^c \right\}
\]
\[
= \left\{ x \in \mathbb{R}^n : \exists y \in \mathbb{R}^n, \text{ subj. to } \begin{bmatrix} 0 & P^y \\ Q^z & -Q^z \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} \leq \begin{bmatrix} P^c \\ Q^c \end{bmatrix} \right\}
\]
\[
= \text{proj}_x \left( \left\{ \begin{bmatrix} x \\ y \end{bmatrix} \in \mathbb{R}^{n+n} : \begin{bmatrix} 0 & P^y \\ Q^z & -Q^z \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} \leq \begin{bmatrix} P^c \\ Q^c \end{bmatrix} \right\} \right).
\]

Both the projection and vertex enumeration based methods are implemented in the MPT toolbox [149]. An illustration of the Minkowski sum is given in Figure 4.11b.

**Remark 4.2** The Minkowski sum is *not* the complement of the Pontryagin difference. For two polytopes \( P \) and \( Q \), it holds that \((P \oplus Q) \ominus Q \subseteq P\). This is illustrated in Figure 4.12.

4.4.10 Polyhedra Union

Consider the following basic problem in polyhedral computation: given two polyhedra \( P \subset \mathbb{R}^n \) and \( Q \subset \mathbb{R}^n \), decide whether their union is convex, and, if so, compute it. There are three classes of algorithms for the given problem depending on their representation: (1) \( P \) and \( Q \) are given in \( H \)-representation, (2) \( P \) and \( Q \) are given in \( V \)-representation, (3) both \( H \)- and \( V \)-representations are available for \( P \) and \( Q \). Next we present an algorithm for case (1). Case (2), case (3) and the computational complexity of all three cases are discussed in [38].

Recall the definition of envelope in Section 4.4.3. By definition, it is easy to see that \( \text{env}(P, Q) \) is convex and that
\[
P \cup Q \subseteq \text{env}(P, Q).
\]
(4.28)

We have the following theorem.
4.4 Basic Operations on Polytopes

Figure 4.12 Illustration that the Minkowski sum is not the complement of the Pontryagin difference. $(P \ominus Q) \oplus Q \subseteq P$.

Theorem 4.3 $P \cup Q$ is convex $\iff P \cup Q = \text{env}(P, Q)$.

Algorithm 4.2 checks for points $x^* \in \text{env}(P, Q)$ outside $P \cup Q$.

\begin{algorithm}
\begin{algorithmic}
\Statex \textbf{Input} $P, Q$
\Statex \textbf{Output} Flag convex, if convex=true $\mathcal{H}$-representation of $P \cup Q$
\State convex $\leftarrow$ true
\State Construct $\text{env}(P, Q)$ by removing non-valid constraints (see Fig. 4.7)
\State Let $\tilde{A}x \leq \tilde{\alpha}, \tilde{B}x \leq \tilde{\beta}$ be the set of removed constraints from $P$ and $Q$
\State Let $\text{env}(P, Q) = \{x : Cx \leq \gamma\}$ the resulting envelope
\State Remove from $\text{env}(P, Q)$ possible duplicates $(B_j, \beta_j) = (\sigma A_i, \sigma \alpha_i), \sigma > 0$
\For{each pair $A_i x \leq \tilde{\alpha}_i, B_j x \leq \tilde{\beta}_j$ Do}
\State Determine $\epsilon^*$ by solving the LP
\begin{align*}
\epsilon^* &= \max_{(x, \epsilon)} \epsilon \\
&\text{subj. to } \tilde{A}x \geq \tilde{\alpha}_i + \epsilon \\
&\tilde{B}x \geq \tilde{\beta}_j + \epsilon \\
&Cx \leq \gamma
\end{align*}
\EndFor
\If{$\epsilon^* > 0$ \textbf{Stop}, \Return convex=false}
\EndIf
\State \Return $\text{env}(P, Q)$
\end{algorithmic}
\end{algorithm}

Note that if $\epsilon^* = 0$ for each $i, j$, then the union is convex and equals $\text{env}(P, Q)$. On the other hand, $\epsilon^* > 0$ indicates the existence of a point $x \in \text{env}(P, Q)$ outside $P \cup Q$.

For recognizing convexity and computing the union of $k$ polyhedra, the test can be modified by checking each $k$-tuple of removed constraints. Let $\tilde{m}_1, \ldots, \tilde{m}_k$
be the number of removed constraints from the polyhedra \( P_1, \ldots, P_k \), respectively. Then similarly to the for loop in Algorithm 4.2, \( \prod_{i=1}^{k} \tilde{m}_i \) linear programs need to be solved in the general case.

### 4.4.11 Affine Mappings and Polyhedra

This section deals with the composition of affine mappings and polyhedra. Consider a polyhedron \( P = \{ x \in \mathbb{R}^n : P^x x \leq P^c \} \), with \( P^x \in \mathbb{R}^{n \times m} \) and an affine mapping \( f(z) \)

\[
f : \ z \in \mathbb{R}^m \mapsto Az + b, \quad A \in \mathbb{R}^{m \times m}, \quad b \in \mathbb{R}^m.
\] (4.29)

Let \( m_A = n \). We define the composition of \( P \) and \( f \) as the following polyhedron

\[
P \circ f = \{ z \in \mathbb{R}^m : P^x f(z) \leq P^c \} = \{ z \in \mathbb{R}^m : P^x Az \leq P^e - P^x b \}. \tag{4.30}
\]

Let \( m = n \). We define the composition of \( f \) and \( P \) as the following polyhedron

\[
f \circ P = \{ y \in \mathbb{R}^{m_A} : \exists x \in P \text{ and } y = Ax + b \}. \tag{4.31}
\]

The polyhedron \( f \circ P \) in (4.31) can be computed as follows. Let us write \( P \) in \( \mathcal{V} \)-representation

\[
P = \text{conv}(V),
\] (4.32)

and let us map the set of vertices \( V = \{ V_1, \ldots, V_k \} \) through the transformation \( f \). Because the transformation is affine, the set \( f \circ P \) is simply the convex hull of the transformed vertices

\[
f \circ P = \text{conv}(F), \quad F = \{ AV_1 + b, \ldots, AV_k + b \}. \tag{4.33}
\]

The polyhedron \( f \circ P \) in (4.31) can be computed immediately if \( m_A = m = n \) and \( A \) is invertible. In this case, from the definition in (4.31), \( x = A^{-1} y - A^{-1} b \) and therefore

\[
f \circ P = \{ y \in \mathbb{R}^{m_A} : P^x A^{-1} y \leq P^e + P^x A^{-1} b \}. \tag{4.34}
\]

Vertex enumeration can be avoided even if \( A \) is not invertible and \( m_A \geq m = n \) by using a QR decomposition of the matrix \( A \).

**Remark 4.3** Often in the literature the symbol “\( \circ \)” is omitted for linear maps \( f = Az \). Therefore, \( AP \) refers to the operation \( A \circ P \) and \( PA \) refers to the operation \( P \circ A \).

### 4.5 Operations on P-collections

This section covers some results and algorithms which are specific to operations with P-collections. P-collections are unions of polytopes (see Definition 4.3) and therefore the set of points contained in a P-collection can be represented in an infinite number of ways, i.e., the P-collection representation is not unique. For
example, one can subdivide any polytope $P$ into a number of smaller polytopes whose union is a P-collection which covers $P$. Note that the complexity of all subsequent computations depends strongly on the number of polytopes representing a P-collection. The smaller the cardinality of a P-collection, the more efficient the computations. The reader is referred to [243, 242] for proofs and comments on computational efficiency.

4.5.1 Set-Difference

The first two results given here show how the set difference of a P-collection and a P-collection (or polyhedron) may be computed.

**Lemma 4.1** Let $C = \bigcup_{j \in \{1, \ldots, J\}} C_j$ be a P-collection, where all the $C_j$, $j \in \{1, \ldots, J\}$, are nonempty polyhedra. If $D$ is a nonempty polyhedron, then $C \setminus D = \bigcup_{j \in \{1, \ldots, J\}} (C_j \setminus D)$ is a P-collection.

**Lemma 4.2** Let the sets $C = \bigcup_{j \in \{1, \ldots, J\}} C_j$ and $D = \bigcup_{y = 1, \ldots, Y} D_y$ be P-collections, where all the $C_j$, $j \in \{1, \ldots, J\}$, and $D_y$, $y \in \{1, \ldots, Y\}$, are nonempty polyhedra. If $E_0 = C$ and $E_y = E_{y-1} \setminus D_y$, $y \in \{1, \ldots, Y\}$ then $C \setminus D = E_Y$ is a P-collection.

The condition $C \subseteq D$ can be easily verified since $C \subseteq D \iff C \setminus D = \emptyset$. Similarly $C = D$ is also easily verified since

$$C = D \iff (C \setminus D = \emptyset \text{ and } D \setminus C = \emptyset).$$

Next, an algorithm for computing the Pontryagin difference of a P-collection and a polytope is presented. If $S$ and $B$ are two subsets of $\mathbb{R}^n$ then $S \ominus B = [S^c \oplus (-B)]^c$ where $(\cdot)^c$ denotes the set complement. The following algorithm implements the computation of the Pontryagin difference of a P-collection $C = \bigcup_{j \in \{1, \ldots, J\}} C_j$, where $C_j$, $j \in \{1, \ldots, J\}$ are polytopes in $\mathbb{R}^n$, and a polytope $B \subset \mathbb{R}^n$.

**Algorithm 4.3** Pontryagin Difference for P-collections, $C \ominus B$

**Input:** P-collection $C$, polytope $B$

**Output:** P-collection $G \leftarrow C \ominus B$

- $H \leftarrow \text{env}(C)$ (or $H \leftarrow \text{conv}(C)$)
- $D \leftarrow H \ominus B$
- $E \leftarrow H \setminus C$
- $F \leftarrow E \oplus (-B)$
- $G \leftarrow D \setminus F$

**Remark 4.4** Note that $H$ in Algorithm 4.3 can be any convex set containing the P-collection $C$. The computation of $H$ is generally more efficient if the envelope operation is used instead of convex hull.
Remark 4.5 It is important to note that $(\bigcup_{j \in \{1, \ldots, J\}} C_j) \ominus B \neq \bigcup_{j \in \{1, \ldots, J\}} (C_j \ominus B)$, where $B$ and $C_j$ are polyhedra; hence, the relatively high computational effort of computing the Pontryagin difference of a P-collection and a polytope.

Figure 4.13 Illustration of Algorithm 4.3. Computing the set difference $G = C \ominus B$ between the P-collection $C = C_1 \cup C_2$ and the polytope $B$. 
Theorem 4.4 (Computation of Pontryagin Difference, [242]) The output of Algorithm 4.3 is \( G = C \oplus B \).

Proof: It holds by definition that

\[
D = H \oplus B = \{ x : x + w \in H, \forall w \in B \},
\]

\[
E = H \setminus C = \{ x : x \in H \text{ and } x \notin C \}.
\]

By the definition of the Minkowski sum:

\[
F = E \oplus (-B) = \{ x : x = z + w, z \in E, w \in (-B) \}
\]

\[
= \{ x : \exists w \in (-B), \text{ subj. to } x - w \in E \}.
\]

By definition of the set difference:

\[
D \setminus F = \{ x : x \in D \text{ and } x \notin F \}
\]

\[
= \{ x \in D : \exists w \in B \text{ s.t. } x + w \in E \}
\]

\[
= \{ x \in D : x + w \notin E, \forall w \in B \}.
\]

From the definition of the set \( D \):

\[
D \setminus F = \{ x : x + w \in H \text{ and } x + w \notin E, \forall w \in B \}
\]

and from the definition of the set \( E \) and because \( C \subseteq H \):

\[
D \setminus F = \{ x : x + w \in H \text{ and } (x + w \notin H \text{ or } x + w \in C) \forall w \in B \}
\]

\[
= \{ x : x + w \in C, \forall w \in B \}
\]

\[
= C \oplus B.
\]

Algorithm 4.3 is illustrated on a sample P-collection in Figures 4.13(a) to 4.13(f).

Remark 4.6 It should be noted that Algorithm 4.3 for computation of the Pontryagin difference is conceptually similar to the algorithm proposed in [263, 172]. The envelope operation \( H = \text{env}(C) \) employed in Algorithm 4.3 might reduce the number of sets obtained when computing \( H \setminus C \), which in turn results in fewer Minkowski set additions. Since the computation of a Minkowski set addition is expensive, a runtime improvement can be expected.

4.5.2 Polytope Covering

The problem of checking if some \( P \) polytope is covered with the union of other polytopes, i.e., a P-collection \( Q = \bigcup_i Q_i \) is discussed in this section. We consider two related problems:
**polycover:** Check if \( P \subseteq Q \), and

**regiondiff:** Compute P-collection \( R = P \setminus Q \).

Clearly, polycover is just a special case of regiondiff, where the resulting P-collection \( R = \emptyset \). Also, it is straightforward to extend the above problems to the case where both \( P \) and \( Q \) are both P-collections.

One idea of solving the polycover problem is inspired by the following observation:

\[ P \subseteq Q \iff P = \bigcup_{i=1}^{N_Q} (P \cap Q_i). \]

Therefore, we could create \( R_i = P \cap Q_i \), for \( i = 1, \ldots, N_Q \) and then compute the union of the collection of polytopes \( \{R_i\} \) by using the polyunion algorithm for computing the convex union of \( \mathcal{H} \)-polyhedra reported discussed in Section 4.4.10. If polyunion succeeds (i.e., the union is a convex set) and the resulting polytope is equal to \( P \) then \( P \) is covered by \( Q \), otherwise it is not. However, this approach is computationally very expensive. More details can be found in [123].

### 4.5.3 Union of P-collections

Consider a P-collection \( P = \{P_i\}_{i=1}^{P} \). We study the problem of finding a minimal representation of \( P \) by merging one or more polyhedra belonging to the P-collection. Clearly one could use the polyunion algorithm presented in Section 4.4.10 for all possible subsets of the P-collection and solve the problem by comparing all solutions. However this approach is not computationally efficient.

Our interest in this problem will be clear later in this book (Section 11.1) when computing the PWA state feedback control law to optimal control problems. Once the PWA state feedback control law has been derived, the memory requirement and the on-line computation time are linear in the number of polyhedra of the feedback law when using standard brute force search. Therefore, we will be interested in the problem of finding a minimal representation of piecewise affine (PWA) systems, or more specifically, for a given PWA system, we solve the problem of deriving a PWA system, that is both equivalent to the former and minimal in the number of regions. This is done by associating a different color to a different feedback law, and then collecting the polyhedra with the same color. Then, for a given color, we try to merge the corresponding P-collection. If the number of polyhedra with the same affine dynamic is large, the number of possible polyhedral combinations for merging explodes. As most of these unions are not convex or even not connected and thus cannot be merged, trying all combinations using standard techniques based on linear programming (LP) is prohibitive. Furthermore, our objective here is not only to reduce the number of polyhedra but rather to find the minimal and thus optimal number of disjoint polyhedra. This problem is known to be \( NP \)-hard. In [123] details on the solutions of these problems can be found.
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Multiparametric Nonlinear Programming

The operations research community has addressed parameter variations in mathematical programs at two levels: sensitivity analysis, which characterizes the change of the solution with respect to small perturbations of the parameters, and parametric programming, where the characterization of the solution for a full range of parameter values is studied. In this chapter we introduce the concept of multiparametric programming and recall the main results of nonlinear multiparametric programming. The main goal is to make the reader aware of the complexities of general multiparametric nonlinear programming. Later in this book we will use multiparametric programming to characterize and compute the state feedback solution of optimal control problems. There we will only make use of Corollary 5.1 for multiparametric linear programs and Corollary 5.2 for multiparametric quadratic programs, which show that these specific programs are “well behaved”.

5.1 Introduction to Multiparametric Programs

Consider the mathematical program

\[ J^*(x) = \inf_{z} \{ J(z, x) \} \]

subj. to \[ g(z, x) \leq 0 \]

where \( z \) is the optimization vector and \( x \) is a vector of parameters. We are interested in studying the behavior of the value function \( J^*(x) \) and the optimizer \( z^*(x) \) as we vary the parameter \( x \). Mathematical programs where \( x \) is a scalar are referred to as parametric programs, while programs where \( x \) is a vector are referred to as multiparametric programs.

There are several reasons to look for efficient solvers of multiparametric programs. Typically, mathematical programs are affected by uncertainties due to factors that are either unknown or that will be decided later. Parametric program-
ing systematically subdivides the space of parameters into characteristic regions, which depict the feasibility and corresponding performance as a function of the uncertain parameters, and hence provide the decision maker with a complete map of various outcomes.

Our interest in multiparametric programming arises from the field of system theory and optimal control. For example, for discrete-time dynamical systems, finite time constrained optimal control problems can be formulated as mathematical programs where the cost function and the constraints are functions of the initial state of the dynamical system. In particular, Zadeh and Whalen [293] appear to have been the first ones to express the optimal control problem for constrained discrete-time linear systems as a linear program. We can interpret the initial state as a parameter. By using multiparametric programming we can characterize and compute the solution of the optimal control problem explicitly as a function of the initial state.

We are further motivated by the model predictive control (MPC) technique. MPC is very popular in the process industry for the automatic regulation of process units under operating constraints, and has attracted considerable research effort in the last two decades. MPC requires an optimal control problem to be solved on-line in order to compute the next command action. This mathematical program depends on the current sensor measurements. The computation effort can be moved off-line by solving multiparametric programs, where the control inputs are the optimization variables and the measurements are the parameters. The solution of the parametric program problem is a control law describing the control inputs as function of the measurements. Model Predictive Control and its multiparametric solution are discussed in Chapter 12.

In the following we will present several examples that illustrate the parametric programming problem and hint at some of the issues that need to be addressed by the solvers.

**Example 5.1** Consider the parametric quadratic program

\[
J^*(x) = \min_z J(z, x) = \frac{1}{2} z^2 + 2xz + 2x^2
\]

subj. to \( z \leq 1 + x \),

where \( x \in \mathbb{R} \). Our goals are:

1. to find \( z^*(x) = \arg \min_z J(z, x) \),
2. to find all \( x \) for which the problem has a solution, and
3. to compute the value function \( J^*(x) \).

The Lagrangian is

\[
L(z, x, u) = \frac{1}{2} z^2 + 2xz + 2x^2 + u(z - x - 1)
\]

and the KKT conditions are (see Section 2.3.3 for KKT conditions for quadratic
programs)
\[
\begin{align*}
  z + 2x + u &= 0 \quad (5.1a) \\
  u(z - x - 1) &= 0 \quad (5.1b) \\
  u &\geq 0 \quad (5.1c) \\
  z - x - 1 &\leq 0. \quad (5.1d)
\end{align*}
\]

Consider (5.1) and the two strictly complementary cases:

\[
A. \quad z + 2x + u = 0 \\
    z - x - 1 = 0 \\
    u \geq 0 \Rightarrow \begin{cases} 
      z^* = x + 1 \\
      J^* = \frac{2}{3}x^2 + 3x + \frac{1}{2} \\
      x \leq -\frac{1}{3}
    \end{cases} \quad (5.2)
\]

\[
B. \quad z + 2x + u = 0 \\
    z - x - 1 < 0 \\
    u = 0 \Rightarrow \begin{cases} 
      z^* = -2x \\
      J^* = \begin{cases} 
        0 & x > -\frac{1}{3}
      \end{cases}
    \end{cases}
\]

This solution is depicted in Figure 5.1.

\[
\begin{figure}[h]
\centering
\begin{tikzpicture}
  \begin{axis}[
    xmin=-2, xmax=2, ymin=-2, ymax=2,
    xtick={-2,-1,0,1,2}, ytick={-2,-1,0,1,2},
    axis lines=middle,
    xlabel={x}, ylabel={z^*(x)},
    x label style={at={(axis description cs:0.5,0.1)},anchor=north},
    y label style={at={(axis description cs:0.1,0.5)},anchor=south},
  ]
  \addplot[domain=-2:2,samples=100] expression {x+1};
  \addplot[domain=-1:2,samples=100] expression {0.5*x^2 + 3x + 1/2};
  \addplot[domain=-1:1,samples=100] expression {-2*x};
  \addplot[domain=-1/3:inf,samples=100] expression {0};
  \end{axis}
\end{tikzpicture}
\caption{Example 5.1. Optimizer z^*(x) and value function J^*(x) as a function of the parameter x.}
\end{figure}
\]

The above simple procedure, which required nothing but the solution of the KKT conditions, yielded the optimizer z^*(x) and the value function J^*(x) for all values of the parameter x. The set of admissible parameter values was divided into two critical regions, defined by \( x \leq -\frac{1}{3} \) and \( x > -\frac{1}{3} \). In the region \( x \leq -\frac{1}{3} \) the inequality constraint is active and the Lagrange multiplier is greater or equal than zero, in the other region \( x > -\frac{1}{3} \) the inequality constraint is not active and the Lagrange multiplier is equal to zero.

In general, when there are more than one inequality constraints a critical region is defined by the set of inequalities that are active in the region. Throughout a critical region the conditions for optimality derived from the KKT conditions do not change. For our example, in each critical region the optimizer z^*(x) is affine and the value function J^*(x) is quadratic. Thus, considering all x, z^*(x) is piecewise affine and J^*(x) is piecewise quadratic. Both z^*(x) and J^*(x) are continuous, but z^*(x) is not continuously differentiable.
In much of this book we will be interested in two questions: how to find the value function $J^*(x)$ and the optimizer $z^*(x)$ and what are their structural properties, e.g., continuity, differentiability and convexity. Such questions have been addressed for general nonlinear multiparametric programming by several authors in the past (see [18] and references therein), by making use of quite involved mathematical theory based on the continuity of point-to-set maps. The concept of point-to-set maps will not be much used in this book. However, it represents a key element for a rigorous mathematical description of the properties of a nonlinear multiparametric program and hence a few key theoretical results for nonlinear multiparametric programs based on the point-to-set map formalism will be discussed in this chapter.

### 5.2 General Results for Multiparametric Nonlinear Programs

Consider the nonlinear mathematical program dependent on a parameter $x$ appearing in the cost function and in the constraints

$$J^*(x) = \inf_{z} J(z, x)$$

subj. to $g(z, x) \leq 0$, \hspace{1cm} (5.3)

where $z \in Z \subseteq \mathbb{R}^s$ is the optimization vector, $x \in X \subseteq \mathbb{R}^n$ is the parameter vector, $J : \mathbb{R}^s \times \mathbb{R}^n \to \mathbb{R}$ is the cost function and $g : \mathbb{R}^s \times \mathbb{R}^n \to \mathbb{R}^m$ are the constraints.

We denote by $g_i(z, x)$ the $i$-th component of the vector-valued function $g(z, x)$.

A small perturbation of the parameter $x$ in the mathematical program (5.3) can cause a variety of results. Depending on the properties of the functions $J$ and $g$ the solution $z^*(x)$ may vary smoothly or change abruptly as a function of $x$. Denote by $2^Z$ the set of subsets of $Z$. We denote by $R$ the point-to-set map which assigns to a parameter $x \in X$ the (possibly empty) set of feasible variables $z \in Z$, $R : X \rightarrow 2^Z$

$$R(x) = \{ z \in Z : g(z, x) \leq 0 \},$$

(5.4)

by $K^*$ the set of feasible parameters

$$K^* = \{ x \in X : R(x) \neq \emptyset \},$$

(5.5)

by $J^*(x)$ the real-valued function that expresses the dependence of the minimum value of the objective function over $K^*$ on $x$

$$J^*(x) = \inf_{z} \{ J(z, x) : z \in R(x) \},$$

(5.6)

and by $Z^*(x)$ the point-to-set map which assigns the (possibly empty) set of optimizers $z^* \in 2^Z$ to a parameter $x \in X$

$$Z^*(x) = \{ z \in R(x) : J(z, x) = J^*(x) \},$$

(5.7)

$J^*(x)$ will be referred to as optimal value function or simply value function, $Z^*(x)$ will be referred to as the optimal set. If $Z^*(x)$ is a singleton for all $x$, then $z^*(x) = Z^*(x)$ will be called optimizer function. We remark that $R$ and $Z^*$ are set-valued
functions. As discussed in the notation section, with abuse of notation $J^*(x)$ and $Z^*(x)$ will denote both the functions and the value of the functions at the point $x$. The context will make clear which notation is being used.

The book by Bank and coauthors [18] and Chapter 2 of [107] describe conditions under which the solution of the nonlinear multiparametric program (5.3) is locally well behaved and establish properties of the optimal value function and of the optimal set. The description of such conditions requires the definition of continuity of point-to-set maps. Before introducing this concept we will show through two simple examples that continuity of the constraints $g_i(z, x)$ with respect to $z$ and $x$ is not enough to imply any "regularity" of the value function and the optimizer function.

**Example 5.2** [18, p. 12]
Consider the following problem:

$$J^*(x) = \min_z \quad x^2z^2 - 2x(1-x)z$$

subject to

$$z \geq 0$$

$$0 \leq x \leq 1.$$  \hspace{1cm} (5.8)

Cost and constraints are continuous and continuously differentiable. For $0 < x \leq 1$ the optimizer function is $z^* = (1-x)/x$ and the value function is $J^*(x) = -(1-x)^2$. For $x = 0$, the value function is $J^*(x) = 0$ while the optimal set is $Z^* = \{z \in \mathbb{R} : z \geq 0\}$. Thus, the value function is discontinuous at 0 and the optimal set is single-valued for all $0 < x \leq 1$ and set-valued for $x = 0$.

**Example 5.3** Consider the following problem:

$$J^*(x) = \inf_z \quad z$$

subject to

$$zx \geq 0$$

$$-10 \leq z \leq 10$$

$$-10 \leq x \leq 10,$$  \hspace{1cm} (5.9)

where $z \in \mathbb{R}$ and $x \in \mathbb{R}$. For each fixed $x$ the set of feasible $z$ is a segment. The point-to-set map $R(x)$ is plotted in Figure 5.2(a). The function $g_1 : (z, x) \mapsto zx$ is continuous. Nevertheless, the value function $J^*(x) = z^*(x)$ has a discontinuity at the origin as can be seen in Figure 5.2(b).

**Example 5.4** Consider the following problem:

$$J^*(x) = \inf_{z_1, z_2} \quad -z_1$$

subject to

$$g_1(z_1, z_2) + x \leq 0$$

$$g_2(z_1, z_2) + x \leq 0,$$  \hspace{1cm} (5.10)

where examples of the functions $g_1(z_1, z_2)$ and $g_2(z_1, z_2)$ are plotted in Figures 5.3(a)–5.3(c). Figures 5.3(a)–5.3(c) also depict the point-to-set map $R(x) = \{[z_1, z_2] \in \mathbb{R}^2 | g_1(z_1, z_2) + x \leq 0, \ g_2(z_1, z_2) + x \leq 0\}$ for three fixed $x$. Starting from $x = \bar{x}_1$, as $x$ increases, the domain of feasibility in the space $z_1, z_2$ shrinks; at the beginning it is connected (Figure 5.3(a)), then it becomes disconnected (Figure 5.3(b)) and eventually connected again (Figure 5.3(c)). No matter how smooth one chooses the
functions $g_1$ and $g_2$, the value function $J^*(x) = -z_1^*(x)$ will have a discontinuity at $x = \bar{x}_3$.

Examples 5.2, 5.3, 5.4 show the case of simple and smooth constraints which lead to a discontinuous behavior of value function and in Examples 5.3, 5.4 we also observe discontinuity of the optimizer function. The main causes are:

- in Example 5.2 the feasible vector space $Z$ is unbounded ($z \geq 0$),
- in Examples 5.3 and 5.4 the feasible point-to-set map $R(x)$ (defined in (5.4)) is discontinuous, as defined precisely below.

In the next sections we discuss both cases in detail.

**Continuity of Point-to-Set Maps**

Consider a point-to-set map $R : x \in X \mapsto R(x) \in 2^Z$. We give the following definitions of open and closed maps according to Hogan [152]:

**Definition 5.1** The point-to-set map $R(x)$ is open at a point $\bar{x} \in K^*$ if for all sequences $\{x^k\} \subset K^*$ with $x^k \to \bar{x}$ and for all $\bar{z} \in R(\bar{x})$ there exists an integer $m$ and a sequence $\{z^k\} \in Z$ such that $z^k \in R(x^k)$ for $k \geq m$ and $z^k \to \bar{z}$.

**Definition 5.2** The point-to-set map $R(x)$ is closed at a point $\bar{x} \in K^*$ if for each pair of sequences $\{x^k\} \subset K^*$, and $z^k \in R(x^k)$ with the properties $x^k \to \bar{x}$, $z^k \to \bar{z}$.

it follows that $\bar{z} \in R(\bar{x})$.

We define the continuity of a point-to-set map according to Hogan [152] as follows:
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Figure 5.3 Example 5.4. Problem (5.10). (a)-(c) Projections of the point-to-set map $R(x)$ for three values of the parameter $x$: $\bar{x}_1 < \bar{x}_2 < \bar{x}_3$; (d) Value function $J^*(x)$.

**Definition 5.3** The point-to-set map $R(x)$ is continuous at a point $\bar{x}$ in $K^*$ if it is both open and closed at $\bar{x}$. $R(x)$ is continuous in $K^*$ if $R(x)$ is continuous at every point $x$ in $K^*$.

The definitions above are illustrated through two examples.

**Example 5.5** Consider

$$R(x) = \{ z \in \mathbb{R} : z \in [0, 1] \text{ if } x < 1, \; z \in [0, 0.5] \text{ if } x \geq 1 \}$$

The point-to-set map $R(x)$ is plotted in Figure 5.4. It is easy to see that $R(x)$ is not closed but open. In fact, if one considers a sequence $\{x^k\}$ that converges to
\( x = 1 \) from the left and extracts the sequence \( \{z^k\} \) plotted in Figure 5.4 converging to \( \bar{z} = 0.75 \), then \( \bar{z} \notin R(\bar{x}) \) since \( R(1) = [0, 0.5] \).

![Figure 5.4 Example 5.5. Open and not closed point-to-set map \( R(x) \).](image)

**Example 5.6** Consider

\[
R(x) = \{ z \in \mathbb{R} : z \in [0, 1] \text{ if } x \leq 1, \ z \in [0, 0.5] \text{ if } x > 1 \}
\]

The point-to-set map \( R(x) \) is plotted in Figure 5.5. It is easy to verify that \( R(x) \) is closed but not open. Choose \( \bar{z} = 0.75 \in R(\bar{x}) \). Then, for any sequence \( \{x^k\} \) that converges to \( \bar{x} = 1 \) from the right, one is not able to construct a sequence \( \{z^k\} \in Z \) such that \( z^k \in R(x^k) \) and \( z^k \to \bar{z} \). In fact, such sequence \( z^k \) will always be bounded between 0 and 0.5.

![Figure 5.5 Example 5.6. Closed and not open point-to-set map \( R(x) \).](image)

**Remark 5.1** We remark that “upper semicontinuous” and “lower semicontinuous” definitions of point-to-set map are sometimes preferred to open and closed definitions [47, p. 109]. In [18, p. 25] nine different definitions for the continuity of point-to-set maps are introduced and compared. We will not give any details on this subject and refer the interested reader to [18, p. 25].

The examples above are only illustrative. In general, it is difficult to test if a set is closed or open by applying the definitions. Several authors have proposed sufficient conditions on \( g_i \) which imply the continuity of \( R(x) \). In the following we introduce a theorem which summarizes the main results of [254, 93, 152, 47, 18].
Theorem 5.1 If $Z$ is convex, if each component $g_i(z, x)$ of $g(z, x)$ is continuous on $Z \times \bar{x}$ and convex in $z$ for each $\bar{x} \in \mathcal{X}$ and if there exists a $\bar{z}$ such that $g(\bar{z}, \bar{x}) < 0$, then $R(x)$ is continuous at $\bar{x}$.

The proof is given in [152, Theorems 10 and 12]. An equivalent proof can be also derived from [18, Theorem 3.1.1 and Theorem 3.1.6].

Remark 5.2 Note that convexity in $z$ for each $x$ is not enough to imply the continuity of $R(x)$ everywhere in $K^*$. In [18, Example 3.3.1 on p. 53] an example illustrating this is presented. We remark that in Example 5.3 the origin does not satisfy the last hypothesis of Theorem 5.1.

Remark 5.3 If the assumptions of Theorem 5.1 hold at each $\bar{x} \in \mathcal{X}$ then one can extract a continuous single-valued function (often called a “continuous selection”) $r: \mathcal{X} \mapsto \mathbb{R}$ such that $r(x) \in R(x), \forall x \in \mathcal{X}$, provided that $Z$ is finite-dimensional. Note that convexity of $R(x)$ is a critical assumption [18, Corollary 2.3.1]. The following example shows a point-to-set map $R(x)$ not convex for a fixed $x$ which is continuous but has no continuous selection [18, p. 29]. Let $\Lambda$ be the unit disk in $\mathbb{R}^2$, define $R(x)$ as

$$x \in \Lambda \mapsto R(x) = \{z \in \Lambda : \|z - x\|_2 \geq \frac{1}{2}\}. \quad (5.11)$$

It can be shown that the point-to-set map $R(x)$ in (5.11) is continuous according to Definition 5.3. In fact, for a fixed $\bar{x} \in \Lambda$ the set $R(\bar{x})$ is the set of points in the unit disk outside the disk centered in $\bar{x}$ and of radius 0.5 (next called the half disk); small perturbations of $\bar{x}$ yield small translations of the half disk inside the unit disk for all $\bar{x} \in \Lambda$. However $R(x)$ has no continuous selection. Assume that there exists a continuous selection $r: x \in \Lambda \mapsto r(x) \in \Lambda$. Then, there exists a point $x^*$ such that $x^* = r(x^*)$. Since $r(x) \in R(x), \forall x \in \Lambda$, there exists a point $x^*$ such that $x^* \in R(x^*)$. This is not possible since for all $x^* \in \Lambda, x^* \notin R(x^*)$ (recall that $R(x^*)$ is set of points in the unit disk outside the disk centered in $x^*$ and of radius 0.5).

Remark 5.4 Let $\Lambda$ be the unit disk in $\mathbb{R}$, define $R(x)$ as

$$x \in \Lambda \mapsto R(x) = \{z \in \Lambda : |z-x| \geq \frac{1}{2}\}. \quad (5.12)$$

$R(x)$ is closed and not open and it has no continuous selection.

Remark 5.5 Based on [18, Theorem 3.2.1-(I) and Theorem 3.3.3], the hypotheses of Theorem 5.1 can be relaxed for affine $g_i(z, x)$. In fact, affine functions are weakly analytic functions according to [18, p. 47]. Therefore, we can state that if $Z$ is convex, if each component $g_i(z, x)$ of $g(z, x)$ is an affine function, then $R(x)$ is continuous at $\bar{x}$ for all $\bar{x} \in K^*$.

Properties of the Value Function and Optimal Set

Consider the following definition
Definition 5.4 A point-to-set map \( R(x) \) is said to be uniformly compact near \( \bar{x} \) if there exist a neighborhood \( N \) of \( \bar{x} \) such that the closure of the set \( \bigcup_{x \in N} R(x) \) is compact.

Now we are ready to state the two main theorems on the continuity of the value function and of the optimizer function.

Theorem 5.2 [152, Theorem 7] Consider problem (5.3)–(5.4). If \( R(x) \) is a continuous point-to-set map at \( \bar{x} \) and uniformly compact near \( \bar{x} \) and if \( J \) is continuous on \( \bar{x} \times R(\bar{x}) \), then \( J^* \) is continuous at \( \bar{x} \).

Theorem 5.3 [152, Corollary 8.1] Consider problem (5.3)–(5.4). If \( R(x) \) is a continuous point-to-set map at \( \bar{x} \), \( J \) is continuous on \( \bar{x} \times R(\bar{x}) \), \( Z^* \) is nonempty and uniformly compact near \( \bar{x} \), and \( Z^*(\bar{x}) \) is single valued, then \( Z^* \) is continuous at \( \bar{x} \).

Remark 5.6 Equivalent results of Theorems 5.2 and 5.3 can be found in [47, p. 116] and [18, Chapter 4.2].

Example 5.7 Example 5.2 revisited
Consider Example 5.2. The feasible map \( R(x) \) is unbounded and therefore it does not satisfy the assumptions of Theorem 5.2 (since it is not uniformly compact). Modify Example 5.2 as follows:

\[
J^*(x) = \min_z \quad x^2z^2 - 2x(1 - x)z \\
\text{subj. to } \quad 0 \leq z \leq M \\
\quad 0 \leq x \leq 1
\]  

(5.13)

with \( M \geq 0 \). The solution can be computed immediately. For \( 1/(1 + M) < x \leq 1 \) the optimizer function is \( z^* = (1 - x)/x \) and the value function is \( J^*(x) = - (1 - x)^2 \).

For \( 0 < x \leq 1/(1 + M) \), the value function is \( J^*(x) = x^2M^2 - 2Mx(1 - x) \) and the optimizer function is \( z^* = M \). For \( x = 0 \), the value function is \( J^*(x) = 0 \) while the optimal set is \( Z^* = \{ z \in \mathbb{R} : 0 \leq z \leq M \} \).

No matter how large we choose \( M \), the value function and the optimal set are continuous for all \( x \in [0, 1] \).

Example 5.8 Example 5.3 revisited
Consider Example 5.3. The feasible map \( R(x) \) is not continuous at \( x = 0 \) and therefore it does not satisfy the assumptions of Theorem 5.2. Modify Example 5.3 as follows:

\[
J^*(x) = \inf_z \quad z \\
\text{subj. to } \quad zx \geq -\varepsilon \\
\quad -10 \leq z \leq 10 \\
\quad -10 \leq x \leq 10
\]  

(5.14)

where \( \varepsilon > 0 \). The value function and the optimal set are depicted in Figure 5.6 for \( \varepsilon = 1 \). No matter how small we choose \( \varepsilon \), the value function and the optimal set are continuous for all \( x \in [-10, 10] \).
The following corollaries consider special classes of parametric problems.

**Corollary 5.1 (mp-LP)** Consider the special case of the multiparametric program (5.3), where the objective and the constraints are linear

\[ J^*(x) = \min_z c'z \]
\[ \text{subj. to } Gz \leq w + Sx, \]

(5.15)

and assume that there exists an \( \bar{x} \) and \( z^*(\bar{x}) \) with a bounded cost \( J^*(\bar{x}) \). Then, \( K^* \) is a nonempty polyhedron, \( J^*(x) \) is a continuous and convex function on \( K^* \) and the optimal set \( Z^*(x) \) is a continuous point-to-set map on \( K^* \).

**Proof:** See Theorem 5.5.1 in [18] and the bottom of page 138 in [18]. ■

**Corollary 5.2 (mp-QP)** Consider the special case of the multiparametric program (5.3), where the objective is quadratic and the constraints are linear

\[ J^*(x) = \min_z \frac{1}{2}z'Hz + z'F \]
\[ \text{subj. to } Gz \leq w + Sx, \]

(5.16)

and assume that \( H \succ 0 \) and that there exists \( (\bar{z}, \bar{x}) \) such that \( G\bar{z} \leq w + S\bar{x} \). Then, \( K^* \) is a nonempty polyhedron, \( J^*(x) \) is a continuous and convex function on \( K^* \) and the optimizer function \( z^*(x) \) is continuous in \( K^* \).

**Proof:** See Theorem 5.5.1 in [18] and the bottom of page 138 in [18]. ■

**Remark 5.7** We remark that Corollary 5.1 requires the existence of optimizer \( z^*(\bar{x}) \) with a bounded cost. This is implicitly guaranteed in the mp-QP case since in Corollary 5.2 the matrix \( H \) is assumed to be strictly positive definite. Moreover, the existence of an optimizer \( z^*(\bar{x}) \) with a bounded cost guarantees that \( J^*(x) \) is bounded for all \( x \) in \( K^* \). This has been proven in [115, p. 178, Theorem 1] for the mp-LP case and it is immediate to prove for the mp-QP case.
Remark 5.8 Both Corollary 5.1 (mp-LP) and Corollary 5.2 (mp-QP) could be formulated stronger: $J^*$ and $Z^*$ are even Lipschitz-continuous. $J^*$ is also piecewise affine (mp-LP) or piecewise quadratic (mp-QP), and for the mp-QP $z^*(x)$ is piecewise affine. For the linear case, Lipschitz continuity is known from Walkup-Wets [283] as a consequence of Hoffman’s theorem. For the quadratic case, Lipschitz continuity follows from Robinson [253], as e.g., shown by Klatte and Thiere [178]. The “piecewise” properties are consequences of local stability analysis of parametric optimization, e.g. [107, 18, 200] and are the main focus of the next chapter.
Chapter 6

Multiparametric Programming: a Geometric Approach

In this chapter we will concentrate on multiparametric linear programs (mp-LP), multiparametric quadratic programs (mp-QP) and multiparametric mixed-integer linear programs (mp-MILP).

The main idea of the multiparametric algorithms presented in this chapter is to construct a critical region in a neighborhood of a given parameter by using necessary and sufficient conditions for optimality, and then to recursively explore the parameter space outside such a region. For this reason the methods are classified as “geometric”. All the algorithms are easy to implement once standard solvers are available: linear programming, quadratic programming and mixed-integer linear programming for solving mp-LP, mp-QP and mp-MILP, respectively. A literature review is presented in Section 6.6.

6.1 Multiparametric Programs with Linear Constraints

6.1.1 Formulation

Consider the multiparametric program

\[ J^*(x) = \min_{\bar{z}} J(z, x) \]

subj. to \( Gz \leq w + Sx \),

where \( z \in \mathbb{R}^s \) are the optimization variables, \( x \in \mathbb{R}^n \) is the vector of parameters, \( J(z, x) : \mathbb{R}^{s+n} \to \mathbb{R} \) is the objective function and \( G \in \mathbb{R}^{m \times s}, w \in \mathbb{R}^m \), and \( S \in \mathbb{R}^{m \times n} \). Given a closed and bounded polyhedral set \( \mathcal{K} \subset \mathbb{R}^n \) of parameters,

\[ \mathcal{K} = \{ x \in \mathbb{R}^n : Tx \leq N \}, \quad (6.2) \]

we denote by \( \mathcal{K}^* \subset \mathcal{K} \) the region of parameters \( x \in \mathcal{K} \) such that (6.1) is feasible:

\[ \mathcal{K}^* = \{ x \in \mathcal{K} : \exists z \text{ satisfying } Gz \leq w + Sx \}. \quad (6.3) \]
In this book we assume that
1. the constraint \( x \in K \) is included in the constraints \( Gz \leq w + Sx \).
2. the polytope \( K \) is full-dimensional. Otherwise we can reformulate the problem with a smaller set of parameters such that \( K \) becomes full-dimensional.
3. \( S \) has full column rank. Otherwise we can again reformulate the problem in a smaller set of parameters.

**Theorem 6.1** Consider the multiparametric problem (6.1). If the domain of \( J(z, x) \) is \( \mathbb{R}^s + n \) then \( K^* \) is a polytope.

**Proof:** \( K^* \) is the projection of the set \( Gz - Sx \leq w \) on the \( x \) space intersected with the polytope \( K \).

For any given \( \bar{x} \in K^* \), \( J^*(\bar{x}) \) denotes the minimum value of the objective function in problem (6.1) for \( x = \bar{x} \). The function \( J^*: K^* \rightarrow \mathbb{R} \) expresses the dependence of the minimum value of the objective function on \( x \), \( J^*(x) \) is called the value function. The set-valued function \( Z^*: K^* \rightarrow 2^\mathbb{R}^s \), where \( 2^\mathbb{R}^s \) is the set of subsets of \( \mathbb{R}^s \), describes for any fixed \( x \in K^* \) the set \( Z^*(x) \) of optimizers \( z^*(x) \) yielding \( J^*(x) \).

We aim to determine the feasible set \( K^* \subseteq K \) of parameters, the expression of the value function \( J^*(x) \) and the expression of one of the optimizers \( z^*(x) \in Z^*(x) \).

### 6.1.2 Definition of Critical Region

Consider the multiparametric program (6.1). Let \( I = \{1, \ldots, m\} \) be the set of constraint indices. For any \( A \subseteq I \), let \( G_A \) and \( S_A \) be the submatrices of \( G \) and \( S \), respectively, comprising the rows indexed by \( A \) and denote with \( G_j \), \( S_j \) and \( w_j \) the \( j \)-th row of \( G \), \( S \) and \( w \), respectively. We define \( CR_A \) as the set of parameters \( x \) for which the same set \( A \) of constraints is active at the optimum. More formally we have the following definitions.

**Definition 6.1** The optimal partition of \( I \) at \( x \) is the partition \((A(x), NA(x))\) where

\[
A(x) = \{ j \in I : G_j z^*(x) - S_j x = w_j \text{ for all } z^*(x) \in Z^*(x) \},
\]

\[
NA(x) = \{ j \in I : \text{exists } z^*(x) \in Z^*(x) \text{ satisfying } G_j z^*(x) - S_j x < w_j \}.\]

It is clear that \( A(x) \) and \( NA(x) \) are disjoint and their union is \( I \).

**Definition 6.2** Consider a set \( A \subseteq I \). The critical region associated with the set of active constraints \( A \) is defined as

\[
CR_A = \{ x \in K^* : A(x) = A \}. \tag{6.4}
\]

The set \( CR_A \) is the set of all parameters \( x \) such that the constraints indexed by \( A \) are active at the optimum of problem (6.1). Our first objective is to work with full-dimensional critical regions. For this reason, we discuss next how the dimension of the parameter space can be reduced in case it is not full-dimensional.
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6.1.3 Reducing the Dimension of the Parameter Space

It may happen that the set of inequality constraints in (6.1) contains some “hidden” or “implicit” equality constraints as the following example shows.

Example 6.1

\[
\begin{align*}
\text{min}_z & \quad J(z, x) \\
\text{subj. to} & \quad \begin{cases}
z_1 + z_2 \leq 9 - x_1 - x_2 \\
z_1 - z_2 \leq 1 - x_1 - x_2 \\
z_1 + z_2 \leq 7 + x_1 + x_2 \\
z_1 - z_2 \leq -1 + x_1 + x_2 \\
- z_1 \leq -4 \\
- z_2 \leq -4 \\
z_1 \leq 20 - x_2,
\end{cases}
\end{align*}
\]

where \( \mathcal{K} = \{ [x_1, x_2] \in \mathbb{R}^2 : -100 \leq x_1 \leq 100, -100 \leq x_2 \leq 100 \} \). The reader can check that all feasible values of \( x_1, x_2, z_1, z_2 \) satisfy

\[
\begin{align*}
z_1 + z_2 &= 9 - x_1 - x_2 \\
z_1 - z_2 &= 1 - x_1 - x_2 \\
z_1 + z_2 &= 7 + x_1 + x_2 \\
z_1 - z_2 &= -1 + x_1 + x_2 \\
z_1 &= 4 \\
z_2 &= 4 \\
z_1 &\leq 20 - x_2,
\end{align*}
\]

where we have identified many of the inequalities to be hidden equalities. This can be simplified to

\[
x_1 + x_2 = 1 \\
x_2 \leq 16.
\]

Thus

\[
\mathcal{K}^* = \left\{ [x_1, x_2] \in \mathbb{R}^2 : \begin{align*}
x_1 + x_2 &= 1 \\
-100 \leq x_1 &\leq 100 \\
-100 \leq x_2 &\leq 16
\end{align*} \right\}.
\]

The example shows that the polytope \( \mathcal{K}^* \) is contained in a lower dimensional subspace of \( \mathcal{K} \), namely a line segment in \( \mathbb{R}^2 \).

Our goal is to identify the hidden equality constraints (as in (6.6)) and use them to reduce the dimension of the parameter space (as in (6.7)) for which the multiparametric program needs to be solved.

Definition 6.3 A hidden equality of the polyhedron \( \mathcal{C} = \{ \xi \in \mathbb{R}^s : B\xi \leq v \} \) is an inequality \( B_i\xi \leq v_i \) such that \( B_i\xi = v_i \) \( \forall \xi \in \mathcal{C} \).

To find hidden equalities we need to solve

\[
v_i^* = \min_{B_i\xi} B_i\xi \\
\text{subj. to} \quad B_i\xi \leq v_i
\]

for all constraints \( i = 1, \ldots, m \). If \( v_i^* = v_i \), then \( B_i\xi = v_i \) is a hidden equality.
We can apply this procedure with \( \xi = [x^T z^T] \) to identify the hidden equalities in the set of inequalities in (6.1)

\[
Gz \leq w + Sx,
\]
to obtain

\[
G_{nh}z \leq w_{nh} + S_{nh}x \quad \text{(6.9a)}
\]
\[
G_hz = w_h + S_hx, \quad \text{(6.9b)}
\]

where we have partitioned \( G, w \) and \( S \) to reflect the hidden equalities. In order to find the equality constraints involving only the parameter \( x \) that allow us to reduce the dimension of \( x \), we need to project the equalities (6.9b) onto the parameter space. Let the singular value decomposition of \( G_h \) be

\[
G_h = [U_1 \ U_2] \Sigma \begin{bmatrix}
V_1' \\
V_2'
\end{bmatrix},
\]

where the columns of \( U_2 \) are the singular vectors associated with the zero singular values. Then the matrix \( U_2' \) defines the projection of (6.9b) onto the parameter space, i.e.

\[
U_2'G_hz = 0 = U_2'w_h + U_2'S_hx. \quad (6.10)
\]

We can use this set of equalities to replace the parameter \( x \in \mathbb{R}^n \) with a set of \( n' = n - \text{rank}(U_2'S_h) \) new parameters in (6.9a) which simplifies the parametric program (6.1).

In the rest of this book we always assume that the multiparametric program has been preprocessed using the ideas of this section so that the number of independent parameters is reduced as much as possible and \( K^* \) is full-dimensional.

### 6.2 Multiparametric Linear Programming

#### 6.2.1 Formulation

Consider the special case of the multiparametric program (6.1) where the objective is linear

\[
J^*(x) = \min_{z} c'z
\]
subj. to \( Gz \leq w + Sx. \quad (6.11)
\]

All the variables were defined in Section 6.1.1. Our goal is to find the value function \( J^*(x) \) and an optimizer function \( z^*(x) \) for \( x \in K^* \). Note that \( K^* \) can be determined as discussed in Theorem 6.1. As suggested through Example 5.1 our search for these functions proceeds by partitioning the set of feasible parameters into critical regions. This is shown through a simple example next.

---

**Example 6.2** Consider the parametric linear program

\[
J^*(x) = \min_{z} z + 1
\]
subj. to \( z \geq 1 + x \)
\[
z \geq 0,
\]
where $z \in \mathbb{R}$ and $x \in \mathbb{R}$. Our goals are:

1. to find $z^*(x) = \arg\min_{z, \ z \geq 0, \ z \geq 1 + x} z + 1$,
2. to find all $x$ for which the problem has a solution, and
3. to compute the value function $J^*(x)$.

The Lagrangian is

$$L(z, x, u_1, u_2) = z + u_1(-z + x + 1) + u_2(-z)$$

and the KKT conditions are (see Section 2.2.3 for KKT conditions for linear programs)

\begin{align}
-u_1 - u_2 &= -1 \\
 u_1(-z + x + 1) &= 0 \\
 u_2(-z) &= 0 \\
 u_1 &\geq 0 \\
 u_2 &\geq 0 \\
 -z + x + 1 &\leq 0 \\
 -z &\leq 0.
\end{align}

(6.12)

Consider (6.12) and the three complementary cases:

A. $-z < 0$

$$\begin{align}
 u_1 + u_2 &= 1 \\
 -z + x + 1 &= 0 \\
 u_1 &> 0 \\
 u_2 &= 0
\end{align}$$

$$\Rightarrow \begin{cases}
 z^* = 1 + x \\
 u_1^* = 1, \ u_2^* = 0 \\
 J^* = 2 + x \\
 x > -1
\end{cases}$$

(6.13)

B. $-z = 0$

$$\begin{align}
 u_1 + u_2 &= 1 \\
 -z + x + 1 &< 0 \\
 u_1 &= 0 \\
 u_2 &> 0
\end{align}$$

$$\Rightarrow \begin{cases}
 z^* = 0 \\
 u_1^* = 0, \ u_2^* = 1 \\
 J^* = 1 \\
 x < -1
\end{cases}$$

C. $-z = 0$

$$\begin{align}
 u_1 + u_2 &= 1 \\
 -z + x + 1 &= 0 \\
 u_1 &\geq 0 \\
 u_2 &\geq 0
\end{align}$$

$$\Rightarrow \begin{cases}
 z^* = 0 \\
 u_1^* \geq 0, \ u_2 \geq 0, \ u_1^* + u_2^* = 1 \\
 J^* = 1 \\
 x = -1
\end{cases}$$

This solution is depicted in Figure 6.1.

The above simple procedure, which required nothing but the solution of the KKT conditions, yielded the optimizer $z^*(x)$ and the value function $J^*(x)$ for all values of the parameter $x$. The set of admissible parameters values was divided into three critical regions, defined by $x < -1$, $x > -1$ and $x = -1$. In the region $x > -1$ the first inequality constraint is active ($z = 1 + x$) and the Lagrange multiplier $u_1$ is greater than zero, in the second region $x < -1$ the second inequality constraint is active ($z = 0$) and the Lagrange multiplier $u_2$ is greater than zero. In the third region $x = -1$ both constraints are active and the Lagrange multipliers belong to the set $u_1^* \geq 0, \ u_2 \geq 0, \ u_1^* + u_2^* = 1$. Throughout a critical region the conditions...
for optimality derived from the KKT conditions do not change. For our example, in each critical region the optimizer $z^*(x)$ is affine and the value function $J^*(x)$ is also affine.

### 6.2.2 Critical Regions, Value Function and Optimizer: Local Properties

Consider Definition 6.2 of a critical region. In this section we show that critical regions of mp-LP are polyhedra. We use primal feasibility to derive the $\mathcal{H}$-polyhedral representation of the critical regions, the complementary slackness conditions to compute an optimizer $z^*(x)$, and the dual problem of (6.11) to derive the optimal value function $J^*(x)$ inside each critical region.

Consider the dual problem of (6.11):

$$
\min_u \quad (w + Sx)'u \\
\text{subj. to} \quad G'u = -c \\
u \geq 0.
$$

(6.14)

The dual feasibility, complementary slackness and primal feasibility conditions for problems (6.11), (6.14) are

$$
G'u + c = 0, \quad u \geq 0 \quad \text{(6.15a)}
$$

$$
u_i(G_i z - w_i - S_i x) = 0, \quad i = 1,\ldots,m \quad \text{(6.15b)}
$$

$$
Gz - w - Sx \leq 0. \quad \text{(6.15c)}
$$

Let us assume that we have determined the optimal partition

$$(A, NA) = (A(x^*), NA(x^*))$$

for some $x^* \in \mathcal{K}^*$. The primal feasibility condition (6.15c) can be rewritten as

$$
G_A z^* - S_A x = w_A \quad \text{(6.16a)}
$$

$$
G_{NA} z^* - S_{NA} x < w_{NA}. \quad \text{(6.16b)}
$$
Here (6.16a) assigns to a parameter \( x \) an optimizer \( z^*(x) \) (in general, a set of optimizers \( z^*(x) \)) and (6.16b) defines the critical region \( CR_A \) in the parameter space \( K^* \) for which this assignment is valid. In the simplest case assume that \( G_A \) is square and of full rank. From (6.16a) we find

\[
z^* = G_A^{-1}(S_Ax + w_A),
\]

(6.17)

and substituting in (6.16b) we obtain the set of inequalities that defines the critical region \( CR_A \) of parameters \( x \) for which the optimizer is (6.17):

\[
CR_A = \{ x : \ G_NAG_A^{-1}(S_Ax + w_A) - S_NAx < w_NA \}. \tag{6.18}
\]

The following derivation deals with the general case when the optimizer \( z^*(x) \) is not necessarily unique and \( G_A \) is not invertible. We know from (6.16a) that for \( x \in CR_A \)

\[
G_Az^* - S_Ax = w_A.
\]

For another \( \bar{x} \in CR_A \) we require

\[
G_A\bar{z} - S_A\bar{x} = w_A,
\]

or for the perturbation \( \tilde{x} = x - \bar{x} \)

\[
G_A\tilde{z} - S_A\tilde{x} = 0.
\]

This equation will have a solution \( \tilde{z} \) for arbitrary values of \( \tilde{x} \), i.e., a full dimensional \( CR_A \) if

\[
\text{rank}[G_A] = \text{rank}[G_A S_A].
\]

Otherwise the dimension over which \( \tilde{x} \) can vary will be restricted to

\[
n - (\text{rank}[G_A S_A] - \text{rank}[G_A]).
\]

Next we will show how to construct these restrictions on the variation of \( x \).

Let \( l = \text{rank}G_A \) and consider the QR decomposition of \( G_A \)

\[
G_A = Q \begin{bmatrix} U_1 & 0_{|A|-l \times l} \\ 0_{|A|-l \times l} & U_2 \end{bmatrix},
\]

where \( Q \in \mathbb{R}^{|A| \times |A|} \) is a unitary matrix, \( U_1 \in \mathbb{R}^{l \times l} \) is a full-rank square matrix and \( U_2 \in \mathbb{R}^{(|A|-l) \times (|A|-l)} \). Let

\[
\begin{bmatrix} P \\ D \end{bmatrix} = -Q^{-1}S_A \quad \text{and} \quad \begin{bmatrix} q \\ r \end{bmatrix} = Q^{-1}w_A.
\]

From (6.16a) we obtain

\[
\begin{bmatrix} U_1 & 0_{|A|-l \times l} \\ 0_{|A|-l \times l} & U_2 \end{bmatrix} \begin{bmatrix} z_1^* \\ z_2^* \\ x \end{bmatrix} = \begin{bmatrix} q \\ r \end{bmatrix}. \tag{6.19}
\]

We partition (6.16b) accordingly

\[
\begin{bmatrix} E & F \end{bmatrix} \begin{bmatrix} z_1^* \\ z_2^* \end{bmatrix} - S_NAx < w_NA. \tag{6.20}
\]
Calculating \( z^*_1 \) from (6.19) we obtain
\[
 z^*_1 = U_1^{-1}(-U_2 z^*_2 - Px + q),
\] (6.21)
which substituted in (6.20) gives:
\[
 (F - EU_1^{-1}U_2)z^*_2 + (S_{NA} - EU_1^{-1}P)x < w_{NA} - EU_1^{-1}q. \tag{6.22}
\]
The critical region \( CR_A \) can be equivalently written as:
\[
 CR_A = \left\{ x \in P_x : \exists z_2 \text{ such that } \begin{bmatrix} z_2 \\ x \end{bmatrix} \in P_{z_2x} \right\}, \tag{6.23}
\]
where:
\[
 P_x = \{ x : Dx = r \}, \tag{6.24}
\]
\[
 P_{z_2x} = \left\{ \begin{bmatrix} z_2 \\ x \end{bmatrix} : (F - EU_1^{-1}U_2)z_2 + (S_{NA} - EU_1^{-1}P)x < w_{NA} - EU_1^{-1}q \right\}. \tag{6.25}
\]
In other words:
\[
 CR_A = P_x \cap \text{proj}_x(P_{z_2x}). \tag{6.26}
\]

In summary, if the optimizer \( z^*(x) \) is not unique then it can be expressed as \( z^*_1(x) \) (6.21), where the set of optimizers is characterized by \( z^*_2(x) \), which is allowed to vary within the set \( P_{z_2x} \) (6.25). We have also constructed the critical region \( CR_A \) (6.26), where \( z^*_1(x) \) remains optimal. If \( G_A \) is not invertible and the matrix \( D \) is not empty then the critical region is not full dimensional.

We can now state some fundamental properties of the critical regions, value function and optimizer inside a critical region.

**Theorem 6.2** Let \((A, NA) = (A(x^*), NA(x^*))\) for some \( x^* \in K^* \)

i) \( CR_A \) is an open polyhedron of dimension \( d \) where \( d = n - \text{rank} \left[ \begin{bmatrix} G_A & S_A \end{bmatrix} + \text{rank} G_A \right. \).

If \( d = 0 \) then \( CR_A = \{ x^* \} \).

ii) If \( \text{rank} G_A = s \) (recall that \( z \in \mathbb{R}^s \)) then the optimizer \( z^*(x) \) is unique and given by an affine function of the state inside \( CR_A \), i.e., \( z^*(x) = F_i x + g_i \) for all \( x \in CR_A \).

iii) If the optimizer is not unique in \( CR_A \) then \( Z^*(x) \) is an open polyhedron for all \( x \in CR_A \).

iv) \( J^*(x) \) is an affine function of the state, i.e., \( J^*(x) = c_i x + d_i \) for all \( x \in CR_A \).

**Proof:**

i) Polytope \( P_{z_2x} \) (6.25) is open and nonempty, therefore it is full-dimensional in the \( (z_2, x) \) space and \( \dim \text{proj}_x(P_{z_2x}) = n \). Also,
\[
 \dim P_x = n - \text{rank} D = n - (\text{rank} \left[ \begin{bmatrix} G_A & S_A \end{bmatrix} - \text{rank} G_A \right.).
\]
Since the intersection of $P_x$ and $\text{proj}_x(P_{zz})$ is nonempty (it contains at least the point $x^*$) we can conclude that

$$\dim CR_A = n - \text{rank } \begin{bmatrix} G_A & S_A \end{bmatrix} + \text{rank } G_A.$$

Since we assumed that the set $K$ in (6.2) is bounded, $CR_A$ is bounded. This implies that $CR_A$ is an open polytope since it is the intersection of an open polytope and the subspace $Dx = r$. In general, if we allow $K$ in (6.2) to be unbounded, then the critical region $CR_A$ can be unbounded.

**ii)** Consider (6.21) and recall that $l = \text{rank } G_A$. If $l = s$, then the primal optimizer is unique, $U_2$ is an empty matrix and

$$z^*(x) = z_1^*(x) = U_1^{-1}(-Px + q). \quad (6.27)$$

**iii)** If the primal optimizer is not unique in $CR_A$ then $Z^*(x)$ in $CR_A$ is the following point-to-set map: $Z^*(x) = \{[z_1, z_2] : z_2 \in P_{zz}, U_1 z_1 + U_2 z_2 + Px = q\}$. $Z^*(x)$ is an open polyhedron since $P_{zz}$ is open.

**iv)** Consider the dual problem (6.14) and one of its optimizer $u_0^*$ for $x = x^*$. By definition of a critical region $u_0^*$ remains optimal for all $x \in CR_A$. Therefore the value function in $CR_A$ is

$$J^*(x) = (w + Sx)' u_0^*, \quad (6.28)$$

which is an affine function of $x$ on $CR_A$. 

\[\blacksquare\]

**Remark 6.1** If the optimizer is unique then the computation of $CR_A$ in (6.26) does not require the projection of the set $P_{zz}$ in (6.25). In fact, $U_2$ and $F$ are empty matrices and

$$CR_A = P_{zz} = \{x : Dx = r, (S_{NA} - EU^{-1}P)x < w_{NA} - EU^{-1}q\}.$$ \quad (6.29)

If $D$ is also empty, then the critical region is full dimensional.

### 6.2.3 Propagation of the Set of Active Constraints

The objective of this section is to briefly describe the propagation of the set of active constraints when moving from one full-dimensional critical region to a neighboring full-dimensional critical region. We will use a simple example in order to illustrate the main points.
Example 6.3 Consider the mp-LP problem

\[
\begin{array}{ll}
\text{min}_{z_1, z_2, z_3, z_4} & z_1 + z_2 \\
\text{subj. to} & -z_1 \leq x_1 + x_2 \\
& -z_1 - z_3 \leq x_2 \\
& -z_1 \leq -x_1 - x_2 \\
& -z_1 + z_3 \leq -x_2 \\
& -z_2 - z_3 \leq x_1 + 2x_2 \\
& -z_2 + z_3 \leq -x_1 - 2x_2 \\
& -z_2 + z_3 + z_4 \leq -x_2 \\
& z_3 \leq 1 \\
& -z_3 \leq 1 \\
& z_4 \leq 1 \\
& -z_4 \leq 1,
\end{array}
\]

(6.30)

where \( K \) is given by

\[
\begin{array}{l}
-2.5 \leq x_1 \leq 2.5 \\
-2.5 \leq x_2 \leq 2.5.
\end{array}
\]

(6.31)

A solution to the mp-LP problem is shown in Figure 6.2 and the constraints which are active in each associated critical region are reported in Table 6.1. Clearly, as \( z \in \mathbb{R}^4 \), \( CR1 = CR_{(1,4,5,6,7,8)} \) and \( CR2 = CR_{(2,3,5,6,7,8)} \) are primal degenerate full-dimensional critical regions.

<table>
<thead>
<tr>
<th>Critical Region</th>
<th>Value function</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR1 = CR_{(1,4,5,6,7,8)}</td>
<td>(-x_1 - x_2)</td>
</tr>
<tr>
<td>CR2 = CR_{(2,3,5,6,7,8)}</td>
<td>(x_1 + x_2)</td>
</tr>
<tr>
<td>CR3 = CR_{(1,5,6,9)}</td>
<td>(-2x_1 - 3x_2 - 1)</td>
</tr>
<tr>
<td>CR4 = CR_{(4,6,7,10)}</td>
<td>(x_1 + 3x_2 - 2)</td>
</tr>
<tr>
<td>CR5 = CR_{(1,5,8,12)}</td>
<td>(-1.5x_1 - 1.5x_2 + 0.5)</td>
</tr>
<tr>
<td>CR6 = CR_{(2,5,6,9)}</td>
<td>(-x_1 - 3x_2 - 2)</td>
</tr>
<tr>
<td>CR7 = CR_{(3,6,7,10)}</td>
<td>(2x_1 + 3x_2 - 1)</td>
</tr>
<tr>
<td>CR8 = CR_{(3,6,7,11)}</td>
<td>(1.5x_1 + 1.5x_2 - 0.5)</td>
</tr>
<tr>
<td>CR9 = CR_{(1,5,9,12)}</td>
<td>(-2x_1 - 3x_2 - 1)</td>
</tr>
<tr>
<td>CR10 = CR_{(4,7,10,12)}</td>
<td>(x_1 + 3x_2 - 2)</td>
</tr>
<tr>
<td>CR11 = CR_{(2,5,9,12)}</td>
<td>(-x_1 - 3x_2 - 2)</td>
</tr>
<tr>
<td>CR12 = CR_{(3,7,10,12)}</td>
<td>(2x_1 + 3x_2 - 1)</td>
</tr>
</tbody>
</table>

Table 6.1 Example 6.3. Critical regions and corresponding value function.

By observing Figure 6.2 and Table 6.1 we notice the following. Under no primal and dual degeneracy, (i) full critical regions are described by a set of active constraints of dimension \( n \), (ii) two neighboring full-dimensional critical regions \( CR_{A_i} \) and \( CR_{A_j} \) have \( A_i \) and \( A_j \) differing only in one constraint, (iii) \( CR_{A_i} \) and \( CR_{A_j} \) will share a facet which is a primal degenerate critical region \( CR_{A_p} \) of dimension \( n - 1 \) with \( A_p = A_i \cup A_j \). In Example 6.3, CR7 and CR12 are two full-dimensional and neighboring critical regions and the corresponding active set differs only in one
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Figure 6.2 Example 6.3. Polyhedral partition of the parameter space.

constraint (constraint 6 in CR7 and constraint 12 in CR12). They share a facet which is a one dimensional critical region (an open line), CR13=CR(3,6,7,10,12). (The solution depicted in Figure 6.2 and detailed in Table 6.1 contains only full-dimensional critical regions.)

If primal and/or dual degeneracy occur, then the situation becomes more complex. In particular, in the case of primal degeneracy, it might happen that full-dimensional critical regions are described by more than $s$ active constraints (CR1 or CR2 in Example 6.3). In case of dual degeneracy, it might happen that full-dimensional critical regions are described by fewer than $s$ active constraints. Details on this case are provided in the next section.

6.2.4 Non-unique Optimizer

If rank[$G_A$] $< s$ then $Z^*(x)$ is not a singleton and the projection of the set $P_{2x}$ in (6.25) is required in order to compute the critical region $CR_A(x^*)$, which is “expensive” (see Section 6.1.1 for a discussion of polyhedra projection). It is preferable to move on the optimal facet to a vertex and to construct the critical region starting with this optimizer. This is explained next.

If one needs to determine one possible optimizer $z^*(\cdot)$ in the dual degenerate region $CR_A(x^*)$ the following simple method can be used. Choose a particular optimizer which lies on a vertex of the feasible set, i.e., determine set $A(x^*)$ of active constraints for which rank($G_{A(x^*)}$) $= s$, and compute a subset $\hat{CR}_A(x^*)$ of the dual degenerate critical region (namely, the subset of parameters $x$ such that
the constraints $\hat{A}(x^*)$ are active at the optimizer, which is not a critical region in the sense of Definition 6.2). Within $\hat{CR}_{\hat{A}(x^*)}$, the piecewise linear expression of an optimizers $z^*(x)$ is available from (6.27) and $\hat{CR}_{\hat{A}(x^*)}$ is defined by (6.29).

The algorithm proceeds by exploring the space surrounding $\hat{CR}_{\hat{A}(x^*)}$ until $CR_{A(x^*)}$ is covered. The arbitrariness in choosing an optimizer leads to different ways of partitioning $CR_{A(x^*)}$, where the partitions, in general, may overlap. Nevertheless, in each region a unique optimizer is defined. The storing of overlapping regions can be avoided by intersecting each new region (inside the dual degenerate region) with the current partition computed so far. This procedure is illustrated in the following example.

Example 6.4 Consider the following mp-LP reported in [115, p. 152]

$$
\begin{align*}
\min & \quad -2z_1 - z_2 \\
\text{subj. to} & \quad \begin{cases} 
2z_1 + 3z_2 & \leq 9 - 2x_1 + x_2 \\
2x_1 + z_2 & \leq 8 + x_1 - 2x_2 \\
z_1 & \leq 4 + x_1 + x_2 \\
-z_1 & \leq 0 \\
-z_2 & \leq 0,
\end{cases}
\end{align*}
$$

(6.32)

where $K$ is given by:

$$
\begin{align*}
-10 \leq x_1 & \leq 10 \\
-10 \leq x_2 & \leq 10.
\end{align*}
$$

(6.33)

The solution is represented in Figure 6.3 and the critical regions are listed in Table 6.2.

The critical region $CR_{\{2\}}$ is related to a dual degenerate solution with non-unique optimizers. The analytical expression of $CR_{\{2\}}$ is obtained by projecting
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<table>
<thead>
<tr>
<th>Region</th>
<th>Optimizer</th>
<th>Value Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CR_{(2)}$</td>
<td>not single valued</td>
<td>$-x_1 + 2x_2 - 8$</td>
</tr>
<tr>
<td>$CR_{(1,5)}$</td>
<td>$z^<em>_1 = -2x_1 + x_2 + 9, z^</em>_2 = 0$</td>
<td>$4x_1 - 2x_2 - 18$</td>
</tr>
<tr>
<td>$CR_{(1,3)}$</td>
<td>$z^<em>_1 = x_1 + x_2 + 4, z^</em>_2 = -x_1 + 5/3$</td>
<td>$-x_1 - 2x_2 - 29/3$</td>
</tr>
</tbody>
</table>

**Table 6.2** Example 6.4. Critical regions and corresponding optimal value.

The $H$-polyhedron

\[
\begin{align*}
    z_1 + 3z_2 + 2x_1 - x_2 &< 9 \\
    2z_1 + z_2 - x_1 + 2x_2 &= 8 \\
    z_1 - x_1 - x_2 &< 4 \\
    -z_1 &< 0 \\
    -z_2 &< 0
\end{align*}
\]

\[ (6.34) \]

on the parameter space to obtain:

\[
\overline{CR}_{(2)} = \left\{ [x_1, x_2] : \begin{array}{l}
    2.5x_1 - 2x_2 \leq 5 \\
    -0.5x_1 + x_2 \leq 4 \\
    -12x_2 \leq 5 \\
    -x_1 - x_2 \leq 4
\end{array} \right\}, \quad (6.35)
\]

which is effectively the result of (6.26). For all $x \in CR_{(2)}$, only one constraint is active at the optimum, which makes the optimizer not unique.

Figures 6.4, 6.5 and 6.6 show two possible ways of covering $CR_{(2)}$ without using projection. The generation of overlapping regions is avoided by intersecting each new region with the current partition computed so far, as shown in Figure 6.7 where $\overline{CR}_{(2,4)}$ and $\overline{CR}_{(2,1)}$ represent the intersected critical regions. In Figures 6.4, 6.5 the regions are overlapping, and in Figure 6.7 artificial cuts are introduced at the boundaries inside the degenerate critical region $CR_{(2)}$. No artificial cuts are introduced in Figure 6.6 because the $\overline{CR}_{(2,3)}$ and $\overline{CR}_{(2,5)}$ happen to be non-overlapping.

#### 6.2.5 Value Function and Optimizer: Global Properties

In this section we discuss global properties of the value function $J^*(x)$, optimizer $z^*(x)$, and of the set $K^*$.

**Theorem 6.3** Assume that for a fixed $x^0 \in K$ there exists a finite optimal solution $z^*(x_0)$ of (6.11). Then, for all $x \in K$, (6.11) has either a finite optimum or no feasible solution.

**Proof:** Consider the mp-LP (6.11) and assume by contradiction that there exist $x_0 \in K$ and $\bar{x} \in K$ with a finite optimal solution $z^*(x_0)$ and an unbounded solution $z^*(\bar{x})$. Then the dual problem (6.14) for $x = \bar{x}$ is infeasible. This implies that the dual problem will be infeasible for all real vectors $x$ since $x$ enters only in the cost function. This contradicts the hypothesis since the dual problem (6.14) for $x = x_0$ has a finite optimal solution. \[\blacksquare\]
Figure 6.4 Example 6.4. A possible sub-partitioning of the degenerate region $CR_R$ where the regions $\hat{CR}_R(2,5)$ (Fig. 6.4(a)), $\hat{CR}_R(2,4)$ (Fig. 6.4(b)) and $\hat{CR}_R(2,1)$ (Fig. 6.5(a)) are overlapping. Note that below each picture the feasible set and the level set of the value function in the $z$-space are depicted for a particular choice of the parameter $x$ indicated by a point marked with $\times$.

**Theorem 6.4** The set of all parameters $x$ such that the LP (6.11) has a finite optimal solution $z^*(x)$ equals $K^*$. 
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(a) Third region $\widehat{CR}_{\{2,1\}} \subset CR_{\{2\}}$, and below the feasible set in the $z$-space corresponding to $\bar{x}_3 \in \widehat{CR}_{\{2,1\}}$.

(b) Final partition of $CR_{\{2\}}$. Note that the region $\widehat{CR}_{\{2,5\}}$ is hidden by region $\widehat{CR}_{\{2,4\}}$ and region $\widehat{CR}_{\{2,1\}}$.

**Figure 6.5** Example 6.4. A possible sub-partitioning of the degenerate region $CR_2$ where the regions $\widehat{CR}_{\{2,5\}}$ (Fig. 6.4(a)), $\widehat{CR}_{\{2,4\}}$ (Fig. 6.4(b)) and $\widehat{CR}_{\{2,1\}}$ (Fig. 6.5(a)) are overlapping. Note that below each picture the feasible set and the level set of the value function in the $z$-space are depicted for a particular choice of the parameter $x$ indicated by a point marked with $\times$.

**Proof:** It follows directly from Theorem 6.1 and Theorem 6.3.

Note that from Definition 6.3 $K^*$ is the set of feasible parameters. However the LP (6.11) might be unbounded for some $x \in K^*$. Theorem 6.4 excludes this case. The following Theorem 6.5 summarizes the properties enjoyed by the multiparametric solution.
Theorem 6.5 The function $J^*(\cdot)$ is convex and piecewise affine over $\mathcal{K}^*$. If the optimizer $z^*(x)$ is unique for all $x \in \mathcal{K}^*$, then the optimizer function $z^* : \mathcal{K}^* \to \mathbb{R}^s$ is continuous and piecewise affine. Otherwise it is always possible to define a continuous and piecewise affine optimizer function $z^*$ such that $z^*(x) \in Z^*(x)$ for all $x \in \mathcal{K}^*$.

Remark 6.2 In Theorem 6.5, the piecewise affine property of optimizer and value function follows immediately from Theorem 6.2 and from the enumeration of all possible combinations of active constraint sets. Convexity of $J^*(\cdot)$ and continuity of $Z^*(x)$ follows from standard results on multiparametric programs (see Corollary 5.1). In the presence of multiple optimizers, the proof of existence of a continuous and piecewise affine optimizer function $z^*$ such that $z^*(x) \in Z^*(x)$ for all $z \in \mathcal{K}^*$ is more
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6.2.6 mp-LP Algorithm

The goal of an mp-LP algorithm is to determine the partition of $\mathcal{K}^*$ into full dimensional critical regions $CR_{A_i}$, and to find the expression of the functions $J^*()$ and $z^*()$ for each critical region. An mp-LP algorithm has two components: the “active set generator” and the “KKT solver”. The active set generator computes the set of active constraints $A_i$. The KKT solver computes $CR_{A_i}$ and the expression of $J^*()$ and $z^*()$ in $CR_{A_i}$, as explained in Theorem 6.2.

The active set generator is the critical part. In principle, one could simply generate all the possible combinations of active sets. However, in many problems only a few active constraints sets generate full-dimensional critical regions inside the region of interest $\mathcal{K}$. Therefore, the goal is to design an active set generator algorithm which computes only the active sets $A_i$ with associated full-dimensional critical regions covering only $\mathcal{K}^*$. This avoids the combinatorial explosion of a complete enumeration. Also, we will use the technique described in Section 6.2.4 in order to avoid expressions for non-unique optimizers (6.21) with $U_2$ non-empty. Next we will describe one possible implementation of an mp-LP algorithm.

In order to start solving the mp-LP problem, we need an initial vector $x_0$ inside the polyhedral set $\mathcal{K}^*$ of feasible parameters. A possible choice for $x_0$ is the Chebychev center (see Section 4.4.5) of $\mathcal{K}^*$, i.e., $x_0$ solving the following LP:

$$\begin{align*}
\max_{x,z,\epsilon} & \quad \epsilon \\
\text{ subj. to } & \quad T_i x + \epsilon \|T_i\|_2 \leq N_i, \quad i = 1, \ldots, n_T \\
& \quad G z - S x \leq w,
\end{align*}$$

(6.36)

where $n_T$ is the number of rows $T_i$ of the matrix $T$ defining the set $\mathcal{K}$ in (6.2).
If \( \epsilon \leq 0 \), then the LP problem (6.11) is infeasible for all \( x \) in the interior of \( K \). Otherwise, we solve the primal and dual problems (6.11), (6.14) for \( x = x_0 \). Let \( z_0^* \) and \( u_0^* \) be the optimizers of the primal and the dual problem, respectively. The value \( z_0^* \) defines the following optimal partition

\[
A(x_0) = \{ j \in I : G_j z_0^* - S_j x_0 - w_j = 0 \}
\]

\[
NA(x_0) = \{ j \in I : G_j z_0^* - S_j x_0 - w_j < 0 \}
\]

(6.37)

and consequently the critical region \( CR_{A(x_0)} \). Once the critical region \( CR_{A(x_0)} \) has been defined, the rest of the space \( R_{\text{rest}} = K \backslash CR_{A(x_0)} \) has to be explored and new critical regions generated. An approach for generating a polyhedral partition \( \{R_1, \ldots, R_{n_{\text{rest}}} \} \) of the rest of the space \( R_{\text{rest}} \) is described in Theorem 4.2 in Section 4.4.7. The procedure proposed in Theorem 4.2 for partitioning the set of parameters allows one to recursively explore the parameter space. Such an iterative procedure terminates after a finite time, as the number of possible combinations of active constraints decreases with each iteration. The following two issues need to be considered:

1. The partitioning in Theorem 4.2 defines new polyhedral regions \( R_k \) to be explored that are not related to the critical regions which still need to be determined. This may split some of the critical regions, due to the artificial cuts induced by Theorem 4.2. Post-processing can be used to join cut critical regions \([44]\). As an example, in Figure 6.8 the critical region \( CR_{\{3,7\}} \) is discovered twice, one part during the exploration of \( R_1 \) and the second part during the exploration of \( R_2 \).

Although algorithms exist for convexity recognition and computation of the union of polyhedra, the post-processing operation is computationally expensive. Therefore, it is more efficient not to intersect the critical region obtained by (6.29) with halfspaces generated by Theorem 4.2, which is only used to drive the exploration of the parameter space. Then, no post processing is needed to join subpartitioned critical regions.

On the other hand, some critical regions may appear more than once. Duplicates can be uniquely identified by the set of active constraints \( A(x) \) and can be easily eliminated. To this aim, in the implementation of the algorithm we keep a list of all the critical regions which have already been generated in order to avoid duplicates. In Figure 6.8 the critical region \( CR_{\{3,7\}} \) is discovered twice but stored only once.

2. If a region is generated which is not full-dimensional we want to avoid further recursion of the algorithm not producing any full-dimensional critical region, and therefore lengthening the number of steps required to determine the solution to the mp-LP. We perturb the parameter \( x_0 \) by a random vector with length smaller than the Chebychev radius of the polyhedral region \( R_k \) where we are looking for a new critical region. This will ensure that the perturbed vector is still contained in \( R_k \).

Based on the above discussion, the mp-LP solver can be summarized in the following recursive Algorithm 6.1. Note that the algorithm generates a partition
of the state space which is not strict. The algorithm could be modified to store the critical regions as defined in (6.4) which are open sets, instead of storing their closure. In this case the algorithm would have to explore and store all the critical regions that are not full-dimensional in order to generate a strict polyhedral partition of the set of feasible parameters. From a practical point of view such a procedure is not necessary since the value function and the optimizer are continuous functions of \( x \).

**Algorithm 6.1** mp-LP Algorithm (non-degenerate case)

**Input:** Matrices \( c, G, w, S \) of the mp-LP (6.11) and set \( K \) in (6.2)

**Output:** Multiparametric solution to the mp-LP (6.11)

```
Execute partition(\( K \))
End
```

**Function** partition(\( Y \))

- Let \( x_0 \in Y \) and \( \epsilon \) be the solution to the LP (6.36)
- If \( \epsilon \leq 0 \) Then exit (no full-dimensional CR is in \( Y \))
- Solve the LP (6.11), (6.14) for \( x = x_0 \)
- Let \( A(x_0) \) be the set of active constraints as in (6.37)
- Determine \( z^*(x) \) from (6.17) and \( CR_{A(x_0)} \) from (6.18)
- Partition the rest of the region as in Theorem 4.2
- For each new sub-region \( R_i \), Do partition(\( R_i \))

End function

**Remark 6.3** In the degenerate case \( z^*(x) \) and \( CR_{A(x_0)} \) are given by (6.21) and (6.26), respectively. As remarked in Section 6.2.2, if rank(D) > 0 the region \( CR_{A(x_0)} \) is not full-dimensional and therefore not of interest. To use Algorithm 6.1 after computing \( U, P, D \) if \( D \neq 0 \) one should compute a random vector \( \epsilon \in \mathbb{R}^n \) smaller than the Chebychev radius of \( Y \) and such that the LP (6.11) is feasible for \( x_0 + \epsilon \) and then repeat step where \( A(x_0) \) is computed with \( x_0 \leftarrow x_0 + \epsilon \).
Remark 6.4 The algorithm determines the partition of $\mathcal{K}$ recursively. After the first critical region is found, the rest of the region in $\mathcal{K}$ is partitioned into polyhedral sets $\{R_i\}$ as in Theorem 4.2. By using the same method, each set $R_i$ is further partitioned, and so on.
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6.3.1 Formulation

In this section we investigate multiparametric quadratic programs (mp-QP), a special case of the multiparametric program (6.1) where the objective is a quadratic function

$$J^*(x) = \min_{\tilde{z}} \quad J(z, x) = \frac{1}{2} \tilde{z}'Hz$$

subj. to $Gz \leq w + Sz$. (6.38)

All the variables were defined in Section 6.1.1. We assume $H > 0$. Our goal is to find the value function $J^*(x)$ and the optimizer function $z^*(x)$ in $\mathcal{K}^*$. Note that $\mathcal{K}^*$ can be determined by projection as discussed in Theorem 6.1. As suggested through Example 5.1 our search for these functions proceeds by partitioning the set of feasible parameters into critical regions. Note that the more general problem with $J(z, x) = \frac{1}{2} z'H z + x'Fz$ can always be transformed into an mp-QP of form (6.38) by using the variable substitution $\tilde{z} = z + H^{-1}F'x$.

As in the previous sections, we denote with the subscript $j$ the $j$-th row of a matrix or $j$-th element of a vector. Also, $J = \{1, \ldots, m\}$ is the set of constraint indices and for any $A \subseteq J$, $G_A$, $w_A$ and $S_A$ are the submatrices of $G$, $w$ and $S$, respectively, consisting of the rows indexed by $A$. Without loss of generality we will assume that $\mathcal{K}^*$ is full-dimensional (if it is not, then the procedure described in Section 6.1.3 can be used to obtain a full-dimensional $\mathcal{K}^*$ in a reduced parameter space).

Example 6.5 Consider the parametric quadratic program

$$J^*(x) = \min_{\tilde{z}} \quad J(z, x) = \frac{1}{2} \tilde{z}^2$$

subj. to $z \leq 1 + 3x$,

where $z \in \mathbb{R}$ and $x \in \mathbb{R}$. Our goals are:

1. to find $z^*(x) = \arg \min_{z, \ z \leq 1+3x} J(z, x)$,
2. to find all $x$ for which the problem has a solution, and
3. to compute the value function $J^*(x)$.

The Lagrangian function is

$$L(z, x, u) = \frac{1}{2} z^2 + u(z - 3x - 1)$$
and the KKT conditions are (see Section 2.3.3 for KKT conditions for quadratic programs)

\begin{align}
   z + u &= 0 \\
   u(z - 3x - 1) &= 0 \\
   u &\geq 0 \\
   z - 3x - 1 &\leq 0.
\end{align}

Consider (6.39) and the two strictly complementary cases:

\begin{align}
   z + u &= 0 \\
   A. & \quad z - 3x - 1 = 0 \Rightarrow \begin{cases} 
   z^* = 3x + 1 \\
   u^* = -3x - 1 \\
   J^* = \frac{9}{2}x^2 + 3x + \frac{1}{2} \\
   x \leq -\frac{1}{3}
   \end{cases} \\
   u &\geq 0 \\
   \quad B. & \quad z - 3x - 1 < 0 \Rightarrow \begin{cases} 
   z^* = 0 \\
   u^* = 0 \\
   J^* = 0 \\
   x > -\frac{1}{3}
   \end{cases}
\end{align}

This solution is depicted in Figure 6.9. The above simple procedure, which required nothing but the solution of the KKT conditions, yielded the optimizer $z^*(x)$ and the value function $J^*(x)$ for all values of the parameter $x$. The set of admissible parameters values was divided into two critical regions, defined by $x \leq -\frac{1}{3}$ and $x > -\frac{1}{3}$. In the region $x \leq -\frac{1}{3}$ the inequality constraint is active and the Lagrange multiplier is greater or equal than zero, in the other region $x > -\frac{1}{3}$ the inequality constraint is not active and the Lagrange multiplier is equal to zero. Note that for $x = -\frac{1}{3}$ the inequality constraint $z - 3x - 1 \leq 0$ is active at $z^*$ and the Lagrange multiplier is equal to zero.

Throughout a critical region the conditions for optimality derived from the KKT conditions do not change. In each critical region the optimizer $z^*(x)$ is affine and the value function $J^*(x)$ is quadratic. Both $z^*(x)$ and $J^*(x)$ are continuous.

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{figure6.9.png}
\caption{Example 6.5. Optimizer $z^*(x)$ and value function $J^*(x)$ as a function of the parameter $x$.}
\end{figure}
6.3.2 Critical Regions, Value Function and Optimizer: Local Properties

Consider the definition of a critical region given in Section 6.1.2. We show next that critical regions of mp-QP are polyhedra. We use the KKT conditions (Section 1.6) to derive the $H$-polyhedral representation of the critical regions and to compute the optimizer function $z^*(x)$ and the value function $J^*(x)$ inside each critical region.

The following theorem introduces fundamental properties of critical regions, the value function and the optimizer inside a critical region.

**Theorem 6.6** Let $(A, NA) = (A(\bar{x}), NA(\bar{x}))$ for some $\bar{x} \in K^*$, Then

i) the closure of $CR_A$ is a polyhedron.

ii) $z^*(x)$ is an affine function of the state inside $CR_A$, i.e., $z^*(x) = F_ix + g_i$ for all $x \in CR_A$.

iii) $J^*(x)$ is a quadratic function of the state inside $CR_A$, i.e., $J^*(x) = x'M_ix + c_i^tx + d_i$ for all $x \in CR_A$.

**Proof:** The first-order Karush-Kuhn-Tucker (KKT) optimality conditions (see Section 2.3.3) for the mp-QP are given by

\begin{align*}
Hz^* + G'u^* &= 0, \quad u \in \mathbb{R}^m, \quad (6.41a) \\
\left(u^*_i(G_iz^* - w_i - S_ix)\right) &= 0, \quad i = 1, \ldots, m, \quad (6.41b) \\
u^* &\geq 0, \quad (6.41c) \\
Gz^* - w - Sx &\leq 0. \quad (6.41d)
\end{align*}

Let us assume that we have determined the optimal partition 

$$(A, NA) = (A(\bar{x}), NA(\bar{x}))$$

for some $\bar{x} \in K^*$. The primal feasibility condition (6.41d) can be rewritten as

\begin{align*}
G_Az^* - S_Ax &= w_A, \quad (6.42a) \\
G_NA z^* - S_NA x &< w_{NA}. \quad (6.42b)
\end{align*}

We solve (6.41a) for $z^*$

$$z^* = -H^{-1}G'u^*$$

and substitute the result into (6.41b) to obtain the complementary slackness conditions

$$u^*_i(-G_iH^{-1}G'u^* - w_i - S_ix) = 0, \quad i = 1, \ldots, m. \quad (6.44)$$

Let $u^*_{NA}$ and $u^*_A$ denote the Lagrange multipliers corresponding to inactive and active constraints, respectively. For inactive constraints $u^*_{NA} = 0$. For active constraints:

$$(-G_AH^{-1}G_A)'u^*_A - w_A - S_Ax = 0. \quad (6.45)$$
If the set of active constraint $A$ is empty, then $u^* = u^*_N = 0$ and therefore $z^* = 0$ which implies that the critical region $CR_A$ is

$$CR_A = \{ x : \ Sx + w > 0 \}. \quad (6.46)$$

Otherwise we distinguish two cases.

**Case 1:** LICQ holds, i.e., the rows of $G_A$ are linearly independent. This implies that $(G_AH^{-1}G_A')$ is a square full rank matrix and therefore

$$u^*_A = -(G_AH^{-1}G_A')^{-1}(w_A + S_Ax), \quad (6.47)$$

where $G_A, w_A, S_A$ correspond to the set of active constraints $A$. Thus $u^*$ is an affine function of $x$. We can substitute $u^*_A$ from (6.47) into (6.43) to obtain

$$z^* = H^{-1}G_A'(G_AH^{-1}G_A')^{-1}(w_A + S_Ax) \quad (6.48)$$

and note that $z^*$ is also an affine function of $x$. $J^*(x) = \frac{1}{2}z^*(x)'Hz^*(x)$ and therefore it is a quadratic function of $x$. The critical region $CR_A$ is computed by substituting $z^*$ from (6.48) in the primal feasibility conditions (6.42b)

$$p_p = \{ x : G_NA H^{-1}G_A'(G_AH^{-1}G_A')^{-1}(w_A + S_Ax) < w_NA + S_NAx \}, \quad (6.49)$$

and the Lagrange multipliers from (6.47) in the dual feasibility conditions (6.41c)

$$p_d = \{ x : -(G_AH^{-1}G_A')^{-1}(w_A + S_Ax) \geq 0 \}. \quad (6.50)$$

In conclusion, the critical region $CR_A$ is the intersection of $p_p$ and $p_d$:

$$CR_A = \{ x : x \in p_p, x \in p_d \}. \quad (6.51)$$

Obviously, the closure of $CR_A$ is a polyhedron in the $x$-space.

The polyhedron $p_p$ is open and nonempty (it contains at least the point $\bar{x}$). Therefore it is full-dimensional in the $x$ space. This implies that $\dim CR_A = \dim p_d$.

**Case 2:** LICQ does not hold, the rows of $G_A$ are not linearly independent. For instance, this happens when more than $s$ constraints are active at the optimizer $z^*(\bar{x}) \in \mathbb{R}^s$, i.e., in a case of *primal degeneracy*. In this case the vector of Lagrange multipliers $u^*$ might not be uniquely defined, as the dual problem of (6.38) is not strictly convex. Note that *dual degeneracy* and nonuniqueness of $z^*(\bar{x})$ cannot occur, as $H > 0$.

Using the same arguments as in Section 6.2.2, equation (6.45) will allow a full-dimensional critical region only if $\mathrm{rank}[(G_AH^{-1}G_A') S_A] = \mathrm{rank}[G_AH^{-1}G_A']$. Indeed the dimension of the critical region will be

$$n - (\mathrm{rank}[(G_AH^{-1}G_A') S_A] - \mathrm{rank}[G_AH^{-1}G_A']).$$

We will now show how to compute the critical region.

Let $l = \mathrm{rank}G_A$ and consider the QR decomposition of $-G_AH^{-1}G_A'$

$$-G_AH^{-1}G_A' = Q \begin{bmatrix} U_1 & U_2 \\ 0_{|A|-l \times l} & 0_{|A|-l \times |A|-l} \end{bmatrix},$$
where \( Q \in \mathbb{R}^{|A| \times |A|} \) is a unitary matrix, \( U_1 \in \mathbb{R}^{l \times l} \) is a full-rank square matrix and \( U_2 \in \mathbb{R}^{l \times |A| - l} \). Let \( \begin{bmatrix} P & D \end{bmatrix} = -Q^{-1} S_A \) and \( \begin{bmatrix} q & r \end{bmatrix} = Q^{-1} w_A \). From (6.45) we obtain

\[
\begin{bmatrix}
U_1 & 0_{|A|-l \times l} \\
0_{|A|-l \times l} & U_2
\end{bmatrix}
\begin{bmatrix}
\begin{bmatrix} u^*_{A,1} \\
u^*_{A,2}
\end{bmatrix} \\
x
\end{bmatrix}
\begin{bmatrix}
P \\
D
\end{bmatrix}
= \begin{bmatrix} q & r \end{bmatrix}.
\]  

(6.52)

We compute \( u^*_{A,1} \) from (6.52)

\[
u^*_{A,1} = U_1^{-1} (-U_2 u^*_{A,2} - Px + q).
\]

(6.53)

Finally, we can substitute \( u^*_{A} = \begin{bmatrix} u^*_{A,1}' & u^*_{A,2}' \end{bmatrix}' \) from (6.53) into (6.43) to obtain

\[
z^* = H^{-1} G_A \begin{bmatrix} U_1^{-1} (U_2 u^*_{A,2} + Px - q) \\
u^*_{A,2}
\end{bmatrix}'.
\]

(6.54)

The optimizer \( z^* \) is unique and therefore independent of the choice of \( u^*_{A,2} \geq 0 \). Setting \( u^*_{A,2} = 0 \) we obtain

\[
z^* = H^{-1} G_{A,1}' U_1^{-1} (Px - q),
\]

(6.55)

where we have partitioned \( G_A \) as \( G_A = \begin{bmatrix} G'_{A,1} & G'_{A,2} \end{bmatrix}' \) and \( G_{A,1} \in \mathbb{R}^{l \times s} \).

Note that \( z^* \) is an affine function of \( x \). \( J^*(x) = \frac{1}{2} z^*(x)'Hz^*(x) \) and therefore is a quadratic function of \( x \).

The critical region \( CR_A \) is computed by substituting \( z^* \) from (6.55) in the primal feasibility conditions (6.42b)

\[
\mathcal{P}_p = \{ x : G_{NA}(H^{-1} G_{A,1}' U_1^{-1} (Px - q)) < w_{NA} + S_{NA} x \},
\]

(6.56)

and the Lagrange multipliers from (6.53) in the dual feasibility conditions (6.41c)

\[
\mathcal{P}_{u^*_{A,2},x} = \{ [u^*_{A,2}, x] : U_1^{-1} (-U_2 u^*_{A,2} - Px + q) \geq 0, u^*_{A,2} \geq 0 \}.
\]

(6.57)

The critical region \( CR_A \) is the intersection of the sets \( Dx = r, \mathcal{P}_p \) and \( \text{proj}_x(\mathcal{P}_{u^*_{A,2},x}) \):

\[
CR_A = \{ x : Dx = r, x \in \mathcal{P}_p, x \in \text{proj}_x(\mathcal{P}_{u^*_{A,2},x}) \}.
\]

(6.58)

The closure of \( CR_A \) is a polyhedron in the \( x \)-space.

\[
\text{Remark 6.5} \quad \text{In general, the critical region polyhedron (6.49)-(6.51) is open on facets arising from primal feasibility and closed on facets arising from dual feasibility.}
\]

\[
\text{Remark 6.6} \quad \text{If } D \text{ in (6.52) is nonzero, then from (6.58), } CR_A \text{ is a lower dimensional region, which, in general, corresponds to a common boundary between two or more full-dimensional regions.}
\]
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6.3.3 Propagation of the Set of Active Constraints

The objective of this section is to briefly describe the propagation of the set of active constraints when moving from one full-dimensional critical region to a neighboring full-dimensional critical region. We will use a simple example in order to illustrate the main points.

**Example 6.6** Consider the mp-QP problem

\[
J^*(x) = \min_{x} \frac{1}{2} x'Hz + x'Fz
\]

subj. to \(Gz \leq w + Sx\), \(6.59\)

with

\[
H = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad F = \begin{bmatrix} 1 & 1 \\ 1 & -1 \end{bmatrix}
\]

and

\[
G = \begin{bmatrix} 1 & 0 & 0 & 1 \\ 0 & 1 & 0 & -1 \\ 0 & 1 & -1 & -1 \\ -1 & 1 & -1 & 1 \end{bmatrix}, \quad S = \begin{bmatrix} 0 & 0 & 0 & 0 \\ 1 & 1 & 1 & 0 \\ -2 & 1 & 0 & 0 \end{bmatrix}, \quad w = \begin{bmatrix} 1 \\ 1 \\ 1 \\ 1 \end{bmatrix}, \quad 6.60
\]

where \(K\) is given by

\[
-1 \leq x_1 \leq 1, \quad -1 \leq x_2 \leq 1. \quad 6.62
\]

A solution to the mp-QP problem is shown in Figure 6.10 and the constraints which are active in each associated full-dimensional critical region are reported in Table 6.3.

<table>
<thead>
<tr>
<th>Critical Region</th>
<th>Active Constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>CR1</td>
<td>{5}</td>
</tr>
<tr>
<td>CR2</td>
<td>{3, 5}</td>
</tr>
<tr>
<td>CR3</td>
<td>{}</td>
</tr>
<tr>
<td>CR4</td>
<td>{3}</td>
</tr>
<tr>
<td>CR5</td>
<td>{6}</td>
</tr>
<tr>
<td>CR6</td>
<td>{3, 6}</td>
</tr>
<tr>
<td>CR7</td>
<td>{4, 6}</td>
</tr>
</tbody>
</table>

**Table 6.3** Example 6.6. Critical regions and corresponding set of active constraints.

Since \(A_3\) is empty in CR3 we can conclude from (6.46) that the facets of CR3 are facets of primal feasibility and therefore do not belong to CR3. In general, as discussed in Remark 6.5 critical regions are open on facets arising from primal feasibility and closed on facets arising from dual feasibility. Next we focus on the closure of the critical regions.

By observing Figure 6.10 and Table 6.3 we notice that as we move away from region CR3 (corresponding to no active constraints), the number of active constraints increases. In particular, for any two neighboring full-dimensional critical regions \(CR_{A_i}\) and \(CR_{A_j}\), we have \(A_i \subset A_j\) and \(|A_i| = |A_j| - 1\) or \(A_j \subset A_i\) and \(|A_i| = |A_j| + 1\). This means that as one moves from one full-dimensional region
to a neighboring full-dimensional region, one constraint is either added to the list of active constraints or removed from it. This happens for instance when moving from CR3 to CR4, CR5, CR1 or from CR1 to CR2, or from CR5 to CR7.

The situation is more complex if LICQ does not hold everywhere in \( K^* \). In particular, there might exist two neighboring full-dimensional critical regions \( CR_{A_i} \) and \( CR_{A_j} \) where \( A_i \) and \( A_j \) do not share any constraint and with \( |A_i| = |A_j| \). Also, \( CR_{A_i} \) might have multiple neighboring region on the same facet. In other words, it can happen that the intersection of the closures of two adjacent full-dimensional critical regions is a not a facet of both regions but only a subset of it. We refer the reader to [268] for more details on such a degenerate condition.

### 6.3.4 Value Function and Optimizer: Global Properties

The convexity of the value function \( J^*(x) \) and the continuity of the solution \( z^*(x) \) follow from the general results on multiparametric programming (Corollary 5.2). In the following we present an alternate simple proof.

**Theorem 6.7** Consider the multiparametric quadratic program (6.38) and let \( H \succ 0 \). Then the optimizer \( z^*(x) : K^* \rightarrow \mathbb{R}^n \) is continuous and piecewise affine on polyhedra, in particular it is affine in each critical region, and the optimal solution \( J^*(x) : K^* \rightarrow \mathbb{R} \) is continuous, convex and piecewise quadratic on polyhedra.

**Proof:** We first prove convexity of \( J^*(x) \). Take generic \( x_1, x_2 \in K^* \), and let \( J^*(x_1), J^*(x_2) \) and \( z_1, z_2 \) the corresponding optimal values and minimizers. Let
6.3 Multiparametric Quadratic Programming

\[ x_\alpha = \alpha x_1 + (1 - \alpha)x_2 \text{ and } z_\alpha = \alpha z_1 + (1 - \alpha)z_2. \]
By optimality of \( J^*(x_\alpha) \),

\[ J^*(x_\alpha) \leq \frac{1}{2} z_\alpha' H z_\alpha. \]
Hence

\[ J^*(x_\alpha) - \frac{1}{2} [\alpha z_1'H z_1 + (1 - \alpha)z_2'H z_2] \leq \frac{1}{2} z_\alpha' H z_\alpha - \frac{1}{2} [\alpha z_1'H z_1 + (1 - \alpha)z_2'H z_2]. \]
We can upperbound the latter term as follows:

\[ \frac{1}{2} z_\alpha' H z_\alpha - \frac{1}{2} [\alpha z_1'H z_1 + (1 - \alpha)z_2'H z_2] = \frac{1}{2} [\alpha^2 z_1'H z_1 + (1 - \alpha)^2 z_2'H z_2 + \\
+ 2\alpha(1 - \alpha)z_1'H z_1 - \alpha z_1'H z_2 - (1 - \alpha)z_2'H z_2] = \\
= -\frac{1}{2} \alpha(1 - \alpha)(z_1 - z_2)'H(z_1 - z_2) \leq 0. \]
In conclusion

\[ J^*(\alpha x_1 + (1 - \alpha)x_2) \leq \alpha J^*(x_1) + (1 - \alpha)J^*(x_2), \quad \forall x_1, x_2 \in \mathcal{K}, \quad \forall \alpha \in [0, 1], \]
which proves the convexity of \( J^*(x) \) on \( \mathcal{K}^* \).

Within the closed polyhedral regions \( CR_i \) in \( \mathcal{K}^* \) the solution \( z^*(x) \) is affine \((6.48)\) by Theorem 6.6. The boundary between two regions belongs to both closed regions. Since \( H \succ 0 \), the optimum is unique and hence the solution must be continuous across the boundary. Therefore \( z^*(x) : \mathcal{K}^* \rightarrow \mathbb{R}^n \) is continuous and piecewise affine on polyhedra. The fact that \( J^*(x) \) is continuous and piecewise quadratic follows trivially.

We can easily derive a result similar to Theorem 6.7 for the dual function \( d^*(x) \) (see \((6.38)\) and \((2.28)\))

\[ d^*(x) = \max_{u \geq 0} \left[ d(u) = -\frac{1}{2} u'(GH^{-1}G')u - u'(w + Sx) \right]. \tag{6.63} \]

**Theorem 6.8** Consider the multiparametric quadratic program \((6.38)\) with \( H \succ 0 \) and assume that LICQ holds \( \forall x \in \mathcal{K}^* \). Then the optimizer \( u^*(x) : \mathcal{K}^* \rightarrow \mathbb{R}^m \) of the dual \((6.63)\) is continuous and piecewise affine on polyhedra, in particular it is affine in each critical region, and the optimal solution \( d^*(x) : \mathcal{K}^* \rightarrow \mathbb{R} \) is continuous, convex and piecewise quadratic on polyhedra.

**Proof:** The proof follows along the lines of the proof of Theorem 6.7 once we know that the optimizer \( u^*(x) \) is unique because of the LICQ assumptions. 

**Theorem 6.9** Assume that the mp-QP problem \((6.38)\) is not degenerate, then the value function \( J^*(x) \) in \((6.38)\) is continuously differentiable \((C^1)\).

**Proof:** The dual of \((6.38)\) is

\[ d^*(x) = \max_{u \geq 0} -\frac{1}{2} u'(GH^{-1}G')u - u'(w + Sx). \tag{6.64} \]
By strong duality we have

\[ J^*(x) = d^*(x) = -\frac{1}{2} u^*(x)'(GH^{-1}G')u^*(x) - u^*(x)'(w + Sx). \tag{6.65} \]
For the moment let us restrict our attention to the interior of a critical region. From (6.47) we know that \( u^*(x) \) is continuously differentiable. Therefore

\[
\nabla_x J(x) = - \left[ \frac{\partial u^*}{\partial x}(x) \right]' G H^{-1} G' u^*(x) - \left[ \frac{\partial u^*}{\partial x}(x) \right]' (w + S x) - S' u^*(x) =
\]

\[
= \left[ \frac{\partial u^*}{\partial x}(x) \right]' (-G H^{-1} G' u^*(x) - w - S x) - S' u^*(x).
\]

Using (6.43)

\[
z^* = -H^{-1} G' u^*,
\]

we get

\[
\nabla_x J(x) = -S' u^*(x) + \left[ \frac{\partial u^*}{\partial x}(x) \right]' (G z^* - w - S x) =
\]

\[
= -S' u^*(x) + \sum_{i \in A} \left[ \frac{\partial u^*}{\partial x}(x) \right]' (G_i z^* - w_i - S_i x) +
\]

\[
+ \sum_{i \in NA} \left[ \frac{\partial u^*}{\partial x}(x) \right]' (G_i z^* - S_i x) =
\]

\[
= -S' u^*(x).
\]

Continuous differentiability of \( J^* \) in the interior of a critical region follows from (6.47). Continuous differentiability of \( J^* \) at the boundary follows from the fact that \( u^*(x) \) is continuous (Theorem 6.8) for all \( x \) in the interior of \( K^* \). Note that in case of degeneracy the value function \( J^*(x) \) in (6.38) may not be \( C^{(1)} \).

The following counterexample was given in [48].

**Example 6.7**

Consider the mp-QP (6.38) with

\[
H = \begin{bmatrix}
3 & 3 & -1 \\
3 & 11 & 23 \\
-1 & 23 & 75
\end{bmatrix},
G = \begin{bmatrix}
1 & 1 & 1 \\
1 & 3 & 5 \\
-1 & -1 & -1 \\
-1 & -3 & -5 \\
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{bmatrix},
w = \begin{bmatrix}
1 \\
0 \\
-1 \\
0 \\
0 \\
0 \\
0
\end{bmatrix},
S = \begin{bmatrix}
0 \\
1 \\
-1 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\]

and \( K = \{ x \in \mathbb{R} | 1 \leq x \leq 5 \} \).

The problem was solved by using Algorithm 6.2 described next. The solution comprises 5 critical regions. The critical regions and the expression of the value function are reported in Table 6.4. The reader can verify that the value function is not continuously differentiable at \( x = 3 \). Indeed, at \( x = 3 \) the LICQ condition does not hold and therefore, the hypothesis of Theorem 6.9 is not fulfilled.
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<table>
<thead>
<tr>
<th>Region</th>
<th>Optimal value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( CR_{(1,2,3,4,6)} ) = { x : 1 \leq x &lt; 1.5 }</td>
<td>2.5x^2 - 6x + 6</td>
</tr>
<tr>
<td>( CR_{(1,2,3,4)} ) = { x : 1.5 \leq x \leq 2 }</td>
<td>0.5x^2 + 0.5</td>
</tr>
<tr>
<td>( CR_{(1,2,3,4,7)} ) = { x : 2 &lt; x &lt; 3 }</td>
<td>x^2 - 2x + 2.5</td>
</tr>
<tr>
<td>( CR_{(1,2,3,4,5,7)} ) = { x : x = 3 }</td>
<td>x^2 - 2x + 2.5</td>
</tr>
<tr>
<td>( CR_{(1,2,3,4,5)} ) = { x : 3 &lt; x \leq 5 }</td>
<td>5x^2 - 24x + 32.5</td>
</tr>
</tbody>
</table>

Table 6.4 Critical regions and value function corresponding to the solution of Example 6.7

6.3.5 mp-QP Algorithm

The goal of an mp-QP algorithm is to determine the partition of \( \mathcal{K}^* \) into critical regions \( CR_i \), and find the expression of the functions \( J^*(\cdot) \) and \( z^*(\cdot) \) for each critical region. An mp-QP algorithm has two components: the “active set generator” and the “KKT solver”. The active set generator computes the set of active constraints \( A_i \). The KKT solver computes \( CR_{A_i} \) and the expression of \( J^*(\cdot) \) and \( z^*(\cdot) \) in \( CR_{A_i} \) as explained in Theorem 6.6. The active set generator is the critical part. In principle, one could simply generate all the possible combinations of active sets. However, in many problems only a few active constraints sets generate full-dimensional critical regions inside the region of interest \( \mathcal{K} \). Therefore, the goal is to design an active set generator algorithm which computes only the active sets \( A_i \) with the associated full-dimensional critical regions covering only \( \mathcal{K}^* \).

Next an implementation of an mp-QP algorithm is described. See Section 6.6 for a literature review on alternative approaches to the solution of an mp-QP.

In order to start solving the mp-QP problem, we need an initial vector \( x_0 \) inside the polyhedral set \( \mathcal{K}^* \) of feasible parameters. A possible choice for \( x_0 \) is the Chebychev center (see Section 4.4.5) of \( \mathcal{K}^* \) obtained as a solution of

\[
\begin{align*}
\max_{x,\bar{\epsilon},\bar{\epsilon}} & \quad \epsilon \\
\text{subject to} & \quad T_i x + \epsilon \| T_i \| \leq N_i, \quad i = 1, \ldots, n_T \\
& \quad G \bar{z} - S x \leq w
\end{align*}
\]

(6.70)

where \( n_T \) is the number of rows \( T_i \) of the matrix \( T \) defining the set \( \mathcal{K} \) in (6.2). If \( \epsilon \leq 0 \), then the QP problem (6.38) is infeasible for all \( x \) in the interior of \( \mathcal{K} \). Otherwise, we set \( x = x_0 \) and solve the QP problem (6.38), in order to obtain the corresponding optimal solution \( z_0^* \). Such a solution is unique, because \( H > 0 \). The value of \( z_0^* \) defines the following optimal partition

\[
\begin{align*}
A(x_0) &= \{ j \in J : G_j z_0^* - S_j x_0 - w_j = 0 \} \\
NA(x_0) &= \{ j \in J : G_j z_0^* - S_j x_0 - w_j < 0 \}
\end{align*}
\]

(6.71)

and consequently the critical region \( CR_{A(x_0)} \). Once the critical region \( CR_{A(x_0)} \) has been defined, the rest of the space \( R^{\text{rest}} = \mathcal{K} \setminus CR_{A(x_0)} \) has to be explored and new critical regions generated. An approach for generating a polyhedral partition \( \{ R_1, \ldots, R_{n_{\text{rest}}} \} \) of the rest of the space \( R^{\text{rest}} \) is described in Theorem 4.2. Theorem 4.2 provides a way of partitioning the non-convex set \( \mathcal{K} \setminus CR_0 \) into polyhedral
subsets $R_i$. For each $R_i$, a new vector $x_i$ is determined by solving the LP (6.70), and, correspondingly, an optimum $z_i^*$, a set of active constraints $A_i$, and a critical region $CR_i$. The procedure proposed in Theorem 4.2 for partitioning the set of parameters allows one to recursively explore the parameter space. Such an iterative procedure terminates after a finite time, as the number of possible combinations of active constraints decreases with each iteration. Two main elements need to be considered:

1. As for the mp-LP algorithm, the partitioning in Theorem 4.2 defines new polyhedral regions $R_k$ to be explored that are not related to the critical regions which still need to be determined. This may split some of the critical regions, due to the artificial cuts induced by Theorem 4.2. Post-processing can be used to join cut critical regions [44]. As an example, in Figure 6.8 the critical region $CR_{\{3,7\}}$ is discovered twice, one part during the exploration of $R_1$ and the second part during the exploration of $R_2$.

Although algorithms exist for convexity recognition and computation of the union of polyhedra, the post-processing operation is computationally expensive. Therefore, it is more efficient not to intersect the critical region obtained by (6.29) with halfspaces generated by Theorem 4.2, which is only used to drive the exploration of the parameter space. Then, no post processing is needed to join subpartitioned critical regions. On the other hand, some critical regions may appear more than once. Duplicates can be uniquely identified by the set of active constraints $A(x)$ and can be easily eliminated. To this aim, in the implementation of the algorithm we keep a list of all the critical regions which have already been generated in order to avoid duplicates. In Figure 6.8 the critical region $CR_{\{3,7\}}$ is discovered twice but stored only once.

2. If Case 2 occurs in Section 6.3.2 and $D$ is nonzero, $CR_A$ is a lower dimensional critical region (see Remark 6.6). Therefore we do not need to explore the actual combination $G_A, S_A, w_A$. On the other hand, if $D = 0$ the KKT conditions do not lead directly to (6.49)–(6.50). In this case, a full-dimensional critical region can be obtained from (6.58) by projecting the set $P_{x,u^\ast}$ in (6.57).

Based on the discussion and results above, the main steps of the mp-QP solver are outlined in the following algorithm.

### Algorithm 6.2 mp-QP Algorithm

**Input:** Matrices $H, G, w, S$ of problem (6.38) and set $\mathcal{K}$ in (6.2)

**Output:** Multiparametric solution to problem (6.38)

Execute `partition(\mathcal{K})`

Function `partition(Y)`

Let $x_0 \in Y$ and $\epsilon$ be the solution to the LP (6.70);

If $\epsilon \leq 0$ Then exit (no full-dimensional CR is in $Y$)

Solve the QP (6.38) for $x = x_0$ to obtain $(z_i^*, u_i^*)$
Determine the set of active constraints $A$ when $z = z^*_0$, $x = x_0$, and build $G_A, w_A, S_A$.

If $G_A$ has full row rank
- Then Determine $u^*_A(x), z^*(x)$ from (6.47) and (6.48)
- Characterize the CR from (6.49) and (6.50)

Else
- Determine $z^*(x)$ from (6.55)
- Characterize the CR from (6.58)

End

Partition the rest of the region as in Theorem 4.2
For each new sub-region $R_i$, Do partition($R_i$) End function

Remark 6.7 If rank($D$) > 0 in Algorithm 6.2, the region $CR_{A(x_0)}$ is not full-dimensional. To avoid further recursion in the algorithm which does not produce any full-dimensional critical region, one should compute a random vector $\epsilon \in \mathbb{R}^n$ smaller than the Chebychev radius of $Y$ and such that the QP (6.38) is feasible for $x_0 + \epsilon$ and then repeat step where $A(x_0)$ is computed with $x_0 \leftarrow x_0 + \epsilon$.

Remark 6.8 The algorithm solves the mp-QP problem by partitioning the given parameter set $\mathcal{K}$ into $N_r$ closed polyhedral regions. Note that the algorithm generates a partition of the state space which is not strict. The algorithm could be modified to store the critical regions as defined in Section 6.1.2 (which are neither closed nor open as proven in Theorem 6.6) instead of storing their closure. This can be done by keeping track of which facet belongs to a certain critical region and which not. From a practical point of view, such a procedure is not necessary since the value function and the optimizer are continuous functions of $x$.

Remark 6.9 The proposed algorithm does not apply to the case when $H \succeq 0$ and when the optimizer may not be unique. In this case one may resort to “regularization”, i.e., adding an appropriate “small” quadratic term, or follow the ideas of [231].

6.4 Multiparametric Mixed-Integer Linear Programming

6.4.1 Formulation and Properties

Consider the mp-LP

$$\begin{align*}
J^*(x) &= \min_{z} \{ J(z, x) = c'z \} \\
\text{subj. to} & \ Gz \leq w + Sx, \tag{6.72}
\end{align*}$$

where $z \in \mathbb{R}^s$ are the optimization variables, $x \in \mathbb{R}^n$ is the vector of parameters, $G \in \mathbb{R}^{m \times s}$, $w \in \mathbb{R}^m$, and $S \in \mathbb{R}^{m \times n}$. When we restrict some of the optimization
variables to be 0 or 1, \( z = \{ z_c, z_d \} \), \( z_c \in \mathbb{R}^{s_c} \), \( z_d \in \{0, 1\}^{s_d} \) and \( s = s_c + s_d \), we refer to (6.72) as a (right-hand side) multiparametric mixed-integer linear program (mp-MILP).

### 6.4.2 Geometric Algorithm for mp-MILP

Consider the mp-MILP (6.72). Given a closed and bounded polyhedral set \( \mathcal{K} \subset \mathbb{R}^n \) of parameters,

\[
\mathcal{K} = \{ x \in \mathbb{R}^n : T x \leq N \},
\]

we denote by \( \mathcal{K}^* \subseteq \mathcal{K} \) the region of parameters \( x \in \mathcal{K} \) such that the MILP (6.72) is feasible and the optimum \( J^*(x) \) is finite. For any given \( \bar{x} \in \mathcal{K}^* \), \( J^*(\bar{x}) \) denotes the minimum value of the objective function in problem (6.72) for \( x = \bar{x} \). The function \( J^* : \mathcal{K}^* \rightarrow \mathbb{R} \) will denote the function which expresses the dependence on \( x \) of the minimum value of the objective function over \( \mathcal{K}^* \), \( J^* \) will be called the value function. The set-valued function \( Z^* : \mathcal{K}^* \rightarrow 2^{\mathbb{R}^{s_c}} \times 2^{\{0, 1\}^{s_d}} \) will describe for any fixed \( x \in \mathcal{K}^* \) the set of optimizers \( z^*(x) \) related to \( J^*(x) \).

We aim to determine the region \( \mathcal{K}^* \subseteq \mathcal{K} \) of feasible parameters \( x \) and to find the expression of the value function \( J^*(x) \) and the expression of an optimizer function \( z^*(x) \in Z^*(x) \).

Two main approaches have been proposed for solving mp-MILP problems. In [1], the authors develop an algorithm based on branch and bound (B&B) methods. At each node of the B&B tree an mp-LP is solved. The solution at the root node where all the binary variables are relaxed to the interval \([0,1]\) represents a valid lower bound, while the solution at a node where all the integer variables have been fixed represents a valid upper bound. As in standard B&B methods, the complete enumeration of combinations of 0-1 integer variables is avoided by comparing the multiparametric solutions, and by fathoming the nodes where there is no improvement of the value function.

In [101] an alternative algorithm was proposed, which will be detailed in this section. Problem (6.72) is alternatively decomposed into an mp-LP and an MILP subproblem. In one step the values of the binary variable are fixed for a region and an mp-LP is solved. Its solution provides a parametric upper bound to the value function \( J^*(x) \) in the region. In the other step, the parameters \( x \) are treated as additional free variables and an MILP is solved. In this way a parameter \( x \) is found and an associated new integer vector which improves the value function at this point.

The algorithm is composed of an initialization step, and a recursion between the solution of an mp-LP subproblem and an MILP subproblem.

**Initialization**

Solve the following MILP problem

\[
\begin{align*}
\min_{\{z,x\}} \quad & c'z \\
\text{subj. to} \quad & Gz - Sx \leq w \\
& x \in \mathcal{K},
\end{align*}
\]

(6.74)
where \( x \) is treated as an independent variable. If the MILP (6.74) is infeasible then the mp-MILP (6.72) admits no solution, i.e., \( \mathcal{K}^* = \emptyset \); otherwise its solution \( z^*, x^* \) provides an integer variable \( z^* \) that is feasible at point \( x^* \).

At step \( j = 0 \), set: \( N_0 = 1 \), \( CR_1 = \mathcal{K} \), \( Z_1 = \emptyset \), \( \bar{J}_1 = +\infty \), \( N_{b_1} = 0 \), \( \bar{z}_{d_1}^1 = \bar{z}_d \).

**mp-LP subproblem**

For each \( CR_i \) we solve the following mp-LP problem

\[
\tilde{J}_i(x) = \min_z c^T z \\
\text{subj. to} \quad Gz \leq w + Sx \\
\quad z_d = \bar{z}_{d_i}^{N_{b_1}+1} \\
\quad x \in CR_i.
\]

(6.75)

By Theorem 6.5, the solution of mp-LP (6.75) provides a partition of \( CR_i \) into polyhedral regions \( R_i^k \) for \( k = 1, \ldots, N_{R_i} \) and a PWA value function

\[
\tilde{J}_i(x) = (\tilde{J}_i R_i^k(x) = c_i^k x + p_i^k) \quad \text{if} \quad x \in R_i^k, \quad k = 1, \ldots, N_{R_i}
\]

(6.76)

where \( \tilde{J}_i R_i^k(x) = +\infty \) in \( R_i^j \) if the integer variable \( z_d \) is not feasible in \( R_i^j \) and a PWA continuous optimizer \( z^*(x) \) (\( z^*(x) \) is not defined in \( R_i^j \) if \( \tilde{J}_i R_i^j(x) = +\infty \)).

The function \( \tilde{J}_i(x) \) will be an upper bound of \( J^*(x) \) for all \( x \in CR_i \). Such a bound \( \tilde{J}_i(x) \) on the value function has to be compared with the current bound \( \bar{J}_i(x) \) in \( CR_i \) in order to obtain the lowest of the two parametric value functions and to update the bound.

While updating \( \tilde{J}_i(x) \) three cases are possible:

1. \( \tilde{J}_i(x) = \tilde{J}_i R_i^k(x) \quad \forall x \in R_i^k \) if \( \tilde{J}_i R_i^k(x) \leq \bar{J}_i(x) \forall x \in R_i^k \).
2. \( \bar{J}_i(x) = \tilde{J}_i(x) \) \( \forall x \in R_i^k \) (if \( \tilde{J}_i R_i^k(x) \geq \bar{J}_i(x) \forall x \in R_i^k \)).
3. \( \bar{J}_i(x) = \left\{ \begin{array}{ll} \bar{J}_i(x) & \forall x \in (R_i^k)_1 = \{ x \in R_i^k : \tilde{J}_i R_i^k(x) \geq \bar{J}_i(x) \} \\
\tilde{J}_i R_i^k(x) & \forall x \in (R_i^k)_2 = \{ x \in R_i^k : \tilde{J}_i R_i^k(x) \leq \bar{J}_i(x) \}. \end{array} \right. \)

The three cases above can be distinguished by using a simple linear program. We add the constraint \( \tilde{J}_i R_i^k(x) \leq \bar{J}_i(x) \) to the constraints defining \( R_i^k \) and tests its redundancy (Section 4.4.1). If it is redundant we have case 1, if it is infeasible we have case 2. Otherwise \( \tilde{J}_i R_i^k(x) = \bar{J}_i(x) \) defines the facet separating \((R_i^k)_1\) and \((R_i^k)_2\). In the third case, the region \( R_i^k \) is partitioned into two regions \((R_i^k)_1\) and \((R_i^k)_2\) which are convex polyhedra since \( \tilde{J}_i R_i^k(x) \) and \( \bar{J}_i(x) \) are affine functions of \( x \).

After the mp-LP (6.75) has been solved for all \( i = 1, \ldots, N_j \) (the subindex \( j \) denotes that we are at step \( j \) of the recursion) and the value function has been updated, each initial region \( CR_i \) has been subdivided into at most \( 2N_{R_i} \) polyhedral regions \( R_i^k \) and possibly \((R_i^k)_1\) and \((R_i^k)_2\) with a corresponding updated parametric bound on the value function \( \bar{J}_i(x) \). For each \( R_i^k \), \((R_i^k)_1\) and \((R_i^k)_2\) we define the set of integer variables already explored as \( Z_i = Z_i \cup \bar{z}_{d_i}^{N_{b_1}+1} \), \( N_{b_1} = N_{b_1} + 1 \). In the sequel the polyhedra of the new partition will be referred to as \( CR_i \).
MILP subproblem

At step \( j \) for each critical region \( CR_i \) (note that these \( CR_i \) are the output of the previous phase) we solve the following MILP problem

\[
\begin{align*}
\min_{\{z,x\}} & \quad c'z \\
\text{subj. to} & \quad Gz - Sx \leq w \\
& \quad c'z \leq \bar{J}_i(x) \\
& \quad z_d \neq \bar{z}^k_d, \quad k = 1, \ldots, Nb_i \\
& \quad x \in CR_i,
\end{align*}
\]

where constraints (6.80) prohibit integer solutions that have been already analyzed in \( CR_i \) from appearing again and constraint (6.79) excludes integer solutions with higher values than the current upper bound. If problem (6.81) is infeasible then the region \( CR_i \) is excluded from further recursion and the current upper bound represents the final solution. If problem (6.81) is feasible, then the discrete optimal component \( z^*_d \) is stored and represents a feasible integer variable that is optimal at least in one point of \( CR_i \).

Recursion

At step \( j \) we have stored

1. A list of \( N_j \) polyhedral regions \( CR_i \) and for each of them an associated parametric affine upper bound \( \bar{J}_i(x) \) (\( \bar{J}_i(x) = +\infty \) if no integer solution has been found yet in \( CR_i \)).

2. For each \( CR_i \) a set of integer variables \( Z_i = \bar{z}^0_d, \ldots, \bar{z}^{Nb_i}_d \), that have already been explored in the region \( CR_i \).

3. For each \( CR_i \) an integer feasible variable \( \bar{z}^{Nb_i+1}_d \notin Z_i \) such that there exists \( z_c \) and \( \bar{x} \in CR_i \) for which \( Gz \leq w + S\bar{x} \) and \( c'z < \bar{J}_i(\bar{x}) \) where \( z = \{z_c, \bar{z}^{Nb_i+1}_d\} \).

That is, \( \bar{z}^{Nb_i+1}_d \) is an integer variable that improves the current bound for at least one point of the current polyhedron.

For all the regions \( CR_i \) not excluded from the MILP’s subproblem (6.77)-(6.81) the algorithm continues to iterate between the mp-LP (6.75) with \( \bar{z}^{Nb_i+1}_d = z^*_d \) and the MILP (6.77)-(6.81). The algorithm terminates when all the MILPs (6.77)-(6.81) are infeasible.

Note that the algorithm generates a partition of the state space. Some parameter \( x \) could belong to the boundary of several regions. Differently from the LP and QP case, the value function may be discontinuous and therefore such a case has to be treated carefully. If a point \( x \) belongs to different critical regions, the expressions of the value function associated with such regions have to be compared in order to assign to \( x \) the right optimizer. Such a procedure can be avoided by keeping track of which facet belongs to a certain critical region and which not. Moreover, if the value functions associated with the regions containing the same parameter \( x \) coincide this may imply the presence of multiple optimizers.
6.4.3 Solution Properties

The following properties of $J^*(x)$ and $Z^*(x)$ follow easily from the algorithm described above.

Theorem 6.10 Consider the mp-MILP (6.72). The set $K^*$ is the union of a finite number of (possibly open) polyhedra and the value function $J^*$ is piecewise affine on polyhedra. If the optimizer $z^*(x)$ is unique for all $x \in K^*$, then the optimizer functions $z^*_c: K^* \rightarrow \mathbb{R}^{s_c}$ and $z^*_d: K^* \rightarrow \{0,1\}^{s_d}$ are piecewise affine and piecewise constant, respectively, on polyhedra. Otherwise, it is always possible to define a piecewise affine optimizer function $z^*(x) \in Z^*(x)$ for all $x \in K^*$.

Note that, differently from the mp-LP case, the set $K^*$ can be non-convex and even disconnected.

6.5 Multiparametric Mixed-Integer Quadratic Programming

6.5.1 Formulation and Properties

Consider the mp-QP

$$J^*(x) = \min_z J(z, x) = z'H_1z + c'_1z$$

subj. to $Gz \leq w + Sx$, (6.82)

When we restrict some of the optimization variables to be 0 or 1, $z = [z'_c, z'_d]'$, where $z_c \in \mathbb{R}^{s_c}$, $z_d \in \{0,1\}^{s_d}$, we refer to (6.82) as a multiparametric mixed-integer quadratic program (mp-MIQP). Given a closed and bounded polyhedral set $K \subset \mathbb{R}^n$ of parameters,

$$K = \{x \in \mathbb{R}^n: Tx \leq N\},$$

we denote by $K^* \subseteq K$ the region of parameters $x \in K$ such that the MIQP (6.82) is feasible and the optimum $J^*(x)$ is finite. For any given $\bar{x} \in K^*$, $J^*(\bar{x})$ denotes the minimum value of the objective function in problem (6.82) for $x = \bar{x}$. The value function $J^*: K^* \rightarrow \mathbb{R}$ denotes the function which expresses the dependence on $x$ of the minimum value of the objective function over $K^*$. The set-valued function $Z^*: K^* \rightarrow 2^{\mathbb{R}^{s_c} \times \{0,1\}^{s_d}}$ describes for any fixed $x \in K^*$ the set of optimizers $z^*(x)$ related to $J^*(x)$.

We aim at determining the region $K^* \subseteq K$ of feasible parameters $x$ and at finding the expression of the value function $J^*(x)$ and the expression of an optimizer function $z^*(x) \in Z^*(x)$.

We show with a simple example that the geometric approach discussed in this chapter cannot be used for solving mp-MIQPs.
Example 6.8 Suppose $z_1$, $z_2$, $x_1$, $x_2 \in \mathbb{R}$ and $\delta \in \{0, 1\}$, then the following mp-MIQP
\[
J^*(x_1, x_2) = \min_{z_1, z_2, \delta} \quad z_1^2 + z_2^2 - 25\delta + 100
\]

subject to
\[
\begin{bmatrix}
1 & 0 & 10 \\
-1 & 0 & 10 \\
0 & 1 & 10 \\
0 & -1 & 10 \\
1 & 0 & -10 \\
-1 & 0 & -10 \\
0 & 1 & -10 \\
0 & -1 & -10 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
z_1 \\
z_2 \\
delta
\end{bmatrix}
\leq
\begin{bmatrix}
1 & 0 \\
-1 & 0 \\
0 & 1 \\
0 & -1 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10
\end{bmatrix}
\begin{bmatrix}
x_1 \\
x_2
\end{bmatrix}
+ \begin{bmatrix}
10 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
0 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10 \\
10
\end{bmatrix}
(6.84)
\]

can be simply solved by noting that for $\delta = 1$ $z_1 = x_1$ and $z_2 = x_2$ while for $\delta = 0$ $z_1 = z_2 = 0$. By comparing the value functions associated with $\delta = 0$ and $\delta = 1$ we obtain two critical regions
\[
\begin{align*}
CR_1 &= \{x_1, x_2 \in \mathbb{R} : x_1^2 + x_2^2 \leq 25\} \\
CR_2 &= \{x_1, x_2 \in \mathbb{R} : -10 \leq x_1 \leq 10, -10 \leq x_2 \leq 10, x_1^2 + x_2^2 > 25\},
\end{align*}
(6.85)
\]

and the parametric value function
\[
\begin{align*}
z_1^*(x_1, x_2) &= \begin{cases} 
  x_1 & \text{if } [x_1, x_2] \in CR_1 \\
  0 & \text{if } [x_1, x_2] \in CR_2
\end{cases} \\
z_2^*(x_1, x_2) &= \begin{cases} 
  x_2 & \text{if } [x_1, x_2] \in CR_1 \\
  0 & \text{if } [x_1, x_2] \in CR_2
\end{cases}
\end{align*}
(6.86)
\]

and
\[
J^*(x_1, x_2) = \begin{cases} 
  x_1^2 + x_2^2 + 75 & \text{if } [x_1, x_2] \in CR_1 \\
  100 & \text{if } [x_1, x_2] \in CR_2.
\end{cases}
(6.87)
\]

The two critical regions and the value function are depicted in Figure 6.11.

Example 6.8 demonstrates that, in general, the critical regions of an mp-MIQP cannot be decomposed into convex polyhedra. Therefore the method of partitioning the rest of the space presented in Theorem 4.2 cannot be applied here. In Chapter 17 we will present an algorithm that efficiently solves specific mp-MIQPs that stem from the optimal control of discrete-time hybrid systems.

6.6 Literature Review

Many of the theoretical results on parametric programming can be found in [18, 107, 47, 116].

The first method for solving parametric linear programs was proposed by Gass and Saaty [120], and since then extensive research has been devoted to sensitivity
and (multi)-parametric linear analysis, as attested by the hundreds of references in [115] (see also [116] for recent advances in the field). One of the first methods for solving multiparametric linear programs (mp-LPs) was formulated by Gal and Nedoma [117]. The method constructs the critical regions iteratively, by visiting the graph of bases associated with the LP tableau of the original problem. Many of the results on mp-LP presented in this book can be found in [115, p. 178-180].

Note that in [117, 115] a critical region is defined as a subset of the parameter space on which a certain basis of the linear program is optimal. The algorithm proposed in [117] for solving multiparametric linear programs generates non-overlapping critical regions by generating and exploring the graph of bases. In the graph of bases the nodes represent optimal bases of the given multiparametric problem and two nodes are connected by an edge if it is possible to pass from one basis to another by one pivot step (in this case the bases are called neighbors).

In this book we use the definition (6.4) of critical regions which is not associated with the bases but with the set of active constraints and it is directly related to the definition given in [2, 207, 116].

The solution to multiparametric quadratic programs has been studied in detail in [18, Chapter 5]. In [44] Bemporad and coauthors presented a simple method for solving mp-QPs. The method constructs a critical region in a neighborhood of a given parameter, by using the Karush-Kuhn-Tucker conditions for optimality, and then recursively explores the parameter space outside such a region. Other algorithms for solving mp-QPs have been proposed by Seron, DeDoná and Goodwin in [262, 99] in parallel with the study of Bemporad and coauthors in [44], by Tondel, Johansen and Bemporad in [274] and by Baotic in [19]. All these algorithms are based on an iterative procedure that builds up the parametric solution by generating new polyhedral regions of the parameter space at each step. The methods differ in the way they explore the parameter space, that is, the way they identify active constraints corresponding to the critical regions neighboring to a given critical region, i.e., in the “active set generator” component.

In [262, 99] the authors construct the unconstrained critical region and then
generate neighboring critical regions by enumerating all possible combinations of active constraints.

In [274] the authors explore the parameter space outside a given region $CR_i$ by examining its set of active constraints $A_i$. The critical regions neighboring to $CR_i$ are constructed by elementary operations on the active constraints set $A_i$ that can be seen as an equivalent “pivot” for the quadratic program. For this reason the method can be considered as an extension of the method of Gal [115] to multiparametric quadratic programming.

In [19] the author uses a direct exploration of the parameter space as in [44] but he avoids the partition of the state space described in Theorem 4.2. Given a polyhedral critical region $CR_i$, the procedure goes through all its facets and generates the Chebychev center of each facet. For each facet $F_i$ a new parameter $x_i^t$ is generated, by moving from the center of the facet in the direction of the normal to the facet by a small step. If such parameter $x_i^t$ is infeasible or is contained in a critical region already stored, then the exploration in the direction of $F_i$ stops. Otherwise, the set of active constraints corresponding to the critical region sharing the facet $F_i$ with the region $CR_i$ is found by solving a QP for the new parameter $x_i^t$.

In [1, 101] two approaches were proposed for solving mp-MILP problems. In both methods the authors use an mp-LP algorithm and a branch and bound strategy that avoids the complete enumeration of combinations of 0-1 integer variables by comparing the available bounds on the multiparametric solutions.
Part III

Optimal Control
Chapter 7

General Formulation and Discussion

In this chapter we introduce the optimal control problem we will be studying in a very general form. We want to communicate the basic definitions and essential concepts. We will sacrifice mathematical precision for the sake of simplicity. In later chapters we will study specific versions of this problem for specific cost functions and system classes in greater detail.

7.1 Problem Formulation

We consider the nonlinear time-invariant system

$$x(t + 1) = g(x(t), u(t)), \quad (7.1)$$

subject to the constraints

$$h(x(t), u(t)) \leq 0 \quad (7.2)$$

at all time instants $t \geq 0$. In (7.1)–(7.2), $x(t) \in \mathbb{R}^n$ and $u(t) \in \mathbb{R}^m$ are the state and input vector, respectively. Inequality (7.2) with $h : \mathbb{R}^n \times \mathbb{R}^m \to \mathbb{R}^{n_c}$ expresses the $n_c$ constraints imposed on the input and the states. These may be simple upper and lower bounds or more complicated expressions. We assume that the origin is an equilibrium point $(g(0, 0) = 0)$ in the interior of the feasible set, i.e., $h(0, 0) < 0$.

We assumed the system to be specified in discrete time. One reason is that we are looking for solutions to engineering problems. In practice, the controller will almost always be implemented through a digital computer by sampling the variables of the system and transmitting the control action to the system at discrete time points. Another reason is that for the solution of the optimal control problems for discrete-time systems we will be able to make ready use of powerful mathematical programming software.

We want to caution the reader, however, that in many instances the discrete time model is an approximation of the continuous time model. It is generally
difficult to derive “good” discrete time models from nonlinear continuous time models, and especially so when the nonlinear system has discontinuities as would be the case for switched systems. We also note that continuous time switched systems can exhibit behavioral characteristics not found in discrete-time systems, for example, an ever increasing number of switches in an ever decreasing time interval (Zeno behavior \cite{127}).

We define the following performance objective or cost function from time instant 0 to time instant $N$

$$J_{0\rightarrow N}(x_0, U_{0\rightarrow N}) = p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k), \quad (7.3)$$

where $N$ is the time horizon and $x_k$ denotes the state vector at time $k$ obtained by starting from the measured state $x_0 = x(0)$ and applying to the system model

$$x_{k+1} = g(x_k, u_k), \quad (7.4)$$

the input sequence $u_0, \ldots, u_{k-1}$. From this sequence we define the vector of future inputs $U_{0\rightarrow N} = [u_0, \ldots, u_{N-1}]' \in \mathbb{R}^s, s = mN$. The terms $q(x_k, u_k)$ and $p(x_N)$ are referred to as stage cost and terminal cost, respectively, and are assumed to be positive definite ($q > 0, p > 0$):

$$p(x, u) > 0 \ \forall x \neq 0, \ \forall u \neq 0, \ \ p(0, 0) = 0$$

$$q(x, u) > 0 \ \forall x \neq 0, \ \forall u \neq 0, \ \ q(0, 0) = 0.$$ 

The form of the cost function (7.3) is very general. If a practical control objective can be expressed as a scalar function then this function usually takes the indicated form. Specifically, we consider the following constrained finite time optimal control (CFTOC) problem.

$$J_{0\rightarrow N}'(x_0) = \min_{U_{0\rightarrow N}} \ J_{0\rightarrow N}(x_0, U_{0\rightarrow N})$$

$$\text{subj. to } \ x_{k+1} = g(x_k, u_k), \ k = 0, \ldots, N - 1$$

$$h(x_k, u_k) \leq 0, \ k = 0, \ldots, N - 1 \quad (7.5)$$

$$x_N \in \mathcal{X}_f,$$

$$x_0 = x(0).$$

Here $\mathcal{X}_f \subseteq \mathbb{R}^n$ is a terminal region that we want the system states to reach at the end of the horizon. The terminal region could be the origin, for example. We define $\mathcal{X}_{0\rightarrow N} \subseteq \mathbb{R}^n$ to be the set of initial conditions $x(0)$ for which there exists an input vector $U_{0\rightarrow N}$ so that the inputs $u_0, \ldots, u_{N-1}$ and the states $x_0, \ldots, x_N$ satisfy the model $x_{k+1} = g(x_k, u_k)$ and the constraints $h(x_k, u_k) \leq 0$ and that the state $x_N$ lies in the terminal set $\mathcal{X}_f$.

We can determine this set of feasible initial conditions in a recursive manner. Let us denote with $\mathcal{X}_{j\rightarrow N}$ the set of states $x_j$ at time $j$ which can be steered into $\mathcal{X}_f$ at time $N$, i.e., for which the model $x_{k+1} = g(x_k, u_k)$ and the constraints $h(x_k, u_k) \leq 0$ are feasible for $k = j, \ldots, N - 1$ and $x_N \in \mathcal{X}_f$. This set can be defined recursively by

$$\mathcal{X}_{j\rightarrow N} = \{ x \in \mathbb{R}^n : \ \exists u \text{ such that } h(x, u) \leq 0, \ \text{and } g(x, u) \in \mathcal{X}_{j+1\rightarrow N} \}, \quad (7.6)$$

$$j = 0, \ldots, N - 1$$

$$\mathcal{X}_{N\rightarrow N} = \mathcal{X}_f. \quad (7.7)$$
The set \( X_{0 \rightarrow N} \) is the final result of these iterations starting with \( X_f \).

The optimal cost \( J^*_0 \rightarrow N(x_0) \) is also called value function. In general, the problem (7.3)–(7.5) may not have a minimum. We will assume that there exists a minimum. This is the case, for example, when the set of feasible input vectors \( U_{0 \rightarrow N} \) (defined by \( h \) and \( X_f \)) is compact and when the functions \( g, p \) and \( q \) are continuous. Also, there might be several input vectors \( U^*_0 \rightarrow N \) which yield the minimum (\( J^*_0 \rightarrow N(x_0) = J_{0 \rightarrow N}(x_0, U^*_0 \rightarrow N) \)). In this case we will define one of them as the minimizer \( U^*_0 \rightarrow N \).

Note that throughout the book we will distinguish between the current state \( x(k) \) of system (7.1) at time \( k \) and the variable \( x_k \) in the optimization problem (7.5), that is the predicted state of system (7.1) at time \( k \) obtained by starting from the state \( x_0 \) and applying to system (7.4) the input sequence \( u_0, \ldots, u_{k-1} \). Analogously, \( u(k) \) is the input applied to system (7.1) at time \( k \) while \( u_k \) is the \( k \)-th optimization variable of the optimization problem (7.5). Clearly, \( x(k) = x_k \) for any \( k \) if \( u(k) = u_k \) for all \( k \) (under the assumption that our model is perfect).

In the rest of this chapter we will be interested in the following questions related to the general optimal control problem (7.3)–(7.5).

- **Solution.** We will show that the problem can be expressed and solved either as one general nonlinear programming problem, or in a recursive manner by invoking Bellman’s Principle of Optimality.

- **Infinite horizon.** We will investigate if a solution exists as \( N \rightarrow \infty \), the properties of this solution, and how it can be obtained or at least approximated by using a receding horizon technique.

### 7.2 Solution via Batch Approach

If we write the equality constraints appearing in (7.5) explicitly

\[
x_1 = g(x(0), u_0)
\]
\[
x_2 = g(x_1, u_1)
\]
\[
\vdots
\]
\[
x_N = g(x_{N-1}, u_{N-1}),
\]

then the optimal control problem (7.3)–(7.5), rewritten below

\[
J^*_0 \rightarrow N(x_0) = \min_{U_{0 \rightarrow N}} \quad p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k)
\]
\[
\text{subj. to} \quad x_1 = g(x_0, u_0)
\]
\[
x_2 = g(x_1, u_1)
\]
\[
\vdots
\]
\[
x_N = g(x_{N-1}, u_{N-1})
\]
\[
h(x_k, u_k) \leq 0, \quad k = 0, \ldots, N - 1
\]
\[
x_N \in X_f
\]
\[
x_0 = x(0)
\]
is recognized more easily as a general nonlinear programming problem with variables \(u_0, \ldots, u_{N-1}\) and \(x_1, \ldots, x_N\).

As an alternative we may try to eliminate the state variables and equality constraints (7.8) by successive substitution so that we are left with \(u_0, \ldots, u_{N-1}\) as the only decision variables. For example, we can express \(x_2\) as a function of \(x(0), u_0\) and \(u_1\) only, by eliminating the intermediate state \(x_1\)

\[
\begin{align*}
  x_2 &= g(x_1, u_1) \\
  x_2 &= g(x(0), u_0), u_1).
\end{align*}
\]

(7.10)

Except when the state equations are linear this successive substitution may become complex. Even when they are linear it may be bad from a numerical point of view.

Either with or without successive substitution the solution of the nonlinear programming problem is a sequence of present and future inputs \(U^*_{0 \rightarrow N} = [u_0^*, \ldots, u_{N-1}^*]\) determined for the particular initial state \(x(0)\).

### 7.3 Solution via Recursive Approach

The recursive approach, Bellman’s dynamic programming technique, rests on a simple idea, the principle of optimality. It states that for a trajectory \(x_0, x_1^*, \ldots, x_N^*\) to be optimal, the trajectory starting from any intermediate point \(x_j^*, \text{i.e., } x_j^*, x_{j+1}^*, \ldots, x_N^*, 0 \leq j \leq N - 1\), must be optimal.

Consider the following example to provide an intuitive justification [53]. Suppose that the fastest route from Los Angeles to Boston passes through Chicago. Then the principle of optimality formalizes the obvious fact that the Chicago to Boston portion of the route is also the fastest route for a trip that starts from Chicago and ends in Boston.

We can utilize the principle of optimality for the optimal control problem we are investigating. We define the cost over the reduced horizon from \(j\) to \(N\)

\[
J_{j \rightarrow N}(x_j, u_j, u_{j+1}, \ldots, u_{N-1}) = p(x_N) + \sum_{k=j}^{N-1} q(x_k, u_k),
\]

(7.11)

also called the cost-to-go. Then the optimal cost-to-go \(J_{j \rightarrow N}^*\) is

\[
J_{j \rightarrow N}^*(x_j) = \min_{u_j, u_{j+1}, \ldots, u_{N-1}} J_{j \rightarrow N}(x_j, u_j, u_{j+1}, \ldots, u_{N-1})
\]

subject to

\[
\begin{align*}
  x_{k+1} &= g(x_k, u_k), \quad k = j, \ldots, N - 1 \\
  h(x_k, u_k) &\leq 0, \quad k = j, \ldots, N - 1 \\
  x_N &\in \mathcal{X}_f.
\end{align*}
\]

(7.12)

Note that the optimal cost-to-go \(J_{j \rightarrow N}^*(x_j)\) depends only on the initial state \(x_j\).

The principle of optimality implies that the optimal cost-to-go \(J_{j-1 \rightarrow N}^*\) from time \(j - 1\) to the final time \(N\) can be found by minimizing the sum of the stage
cost \( q(x_{j-1}, u_{j-1}) \) and the optimal cost-to-go \( J^*_{j \to N}(x_j) \) from time \( j \) onwards:

\[
J^*_{j-1 \to N}(x_{j-1}) = \min_{u_{j-1}} \quad q(x_{j-1}, u_{j-1}) + J^*_{j \to N}(x_j) \\
\text{subj. to} \quad x_j = g(x_{j-1}, u_{j-1}) \\
\quad h(x_{j-1}, u_{j-1}) \leq 0 \\
\quad x_j \in \mathcal{X}_{j \to N}. \tag{7.13}
\]

Here the only decision variable left for the optimization is \( u_{j-1} \), the input at time \( j - 1 \). All the other inputs \( u_1^*, \ldots, u_{N-1}^* \) have already been selected optimally to yield the optimal cost-to-go \( J^*_{j \to N}(x_j) \). We can rewrite (7.13) as

\[
J^*_{j-1 \to N}(x_{j-1}) = \min_{u_{j-1}} \quad q(x_{j-1}, u_{j-1}) + J^*_{j \to N}(g(x_{j-1}, u_{j-1})) \\
\text{subj. to} \quad h(x_{j-1}, u_{j-1}) \leq 0 \\
\quad g(x_{j-1}, u_{j-1}) \in \mathcal{X}_{j \to N}, \tag{7.14}
\]

making the dependence of \( x_j \) on the initial state \( x_{j-1} \) explicit.

The optimization problem (7.14) suggests the following recursive algorithm backwards in time to determine the optimal control law. We start with the terminal cost and constraint

\[
J^*_{N \to N}(x_N) = p(x_N) \tag{7.15}
\]

\[
\mathcal{X}_{N \to N} = \mathcal{X}_f, \tag{7.16}
\]

and then proceed backwards

\[
J^*_{N-1 \to N}(x_{N-1}) = \min_{u_{N-1}} \quad q(x_{N-1}, u_{N-1}) + J^*_{N \to N}(g(x_{N-1}, u_{N-1})) \\
\text{subj. to} \quad h(x_{N-1}, u_{N-1}) \leq 0, \\
\quad g(x_{N-1}, u_{N-1}) \in \mathcal{X}_{N \to N} \\
\vdots
\]

\[
J^*_{0 \to N}(x_0) = \min_{u_0} \quad q(x_0, u_0) + J^*_{1 \to N}(g(x_0, u_0)) \\
\text{subj. to} \quad h(x_0, u_0) \leq 0, \\
\quad g(x_0, u_0) \in \mathcal{X}_{1 \to N} \\
\quad x_0 = x(0). \tag{7.17}
\]

This algorithm, popularized by Bellman, is referred to as dynamic programming. The dynamic programming problem is appealing because it can be stated compactly and because at each step the optimization takes place over one element \( u_j \) of the optimization vector only. This optimization is rather complex, however. It is not a standard nonlinear programming problem, since we have to construct the optimal cost-to-go \( J^*_{j \to N}(x_j) \), a function defined over the subset \( \mathcal{X}_{j \to N} \) of the state space.

In a few special cases we know the type of function and we can find it efficiently. For example, in the next chapter we will cover the case when the system is linear and the cost is quadratic. Then the optimal cost-to-go is also quadratic and can be constructed rather easily. Later in the book we will show that, when constraints are added to this problem, the optimal cost-to-go becomes piecewise quadratic and efficient algorithms for its construction are also available.
In general, however, we may have to resort to a “brute force” approach to construct the cost-to-go function \( J^*_{j-1\to N} \) and to solve the dynamic program. Let us assume that at time \( j-1 \) the cost-to-go \( J^*_{j-1\to N} \) is known and discuss how to construct an approximation of \( J^*_{j\to N} \). With \( J^*_{j-1\to N} \) known, for a fixed \( x_{j-1} \) the optimization problem (7.14) becomes a standard nonlinear programming problem. Thus, we can define a grid in the set \( X_{j-1\to N} \) of the state space and compute the optimal cost-to-go function on each grid point. We can then define an approximate value function \( \tilde{J}^*_{j\to N}(x_{j-1}) \) at intermediate points via interpolation. The complexity of constructing the cost-to-go function in this manner increases rapidly with the dimension of the state space (“curse of dimensionality”).

The extra benefit of solving the optimal control problem via dynamic programming is that we do not only obtain the vector of optimal inputs \( U^*_0 \) for a particular initial state \( x(0) \) as with the batch approach. At each time \( j \) the optimal cost-to-go function defines implicitly a nonlinear feedback control law.

\[
 u^*_j(x_j) = \arg \min_{u_j} \ q(x_j, u_j) + J^*_{j+1\to N}(g(x_j, u_j)) \\
 \text{subj. to} \ h(x_j, u_j) \leq 0, \\
 g(x_j, u_j) \in X_{j+1\to N}.
\]  

(7.18)

For a fixed \( x_j \) this nonlinear programming problem can be solved quite easily in order to find \( u^*_j(x_j) \). Because the optimal cost-to-go function \( J^*_{j\to N}(x_j) \) changes with time \( j \), the nonlinear feedback control law is time-varying.

### 7.4 Optimal Control Problem with Infinite Horizon

We are interested in the optimal control problem (7.3)–(7.5) as the horizon \( N \) approaches infinity.

\[
 J^*_{0\to \infty}(x_0) = \min_{u_0, u_1, \ldots} \sum_{k=0}^{\infty} q(x_k, u_k) \\
 \text{subj. to} \ x_{k+1} = g(x_k, u_k), \ k = 0, \ldots, \infty \\
 h(x_k, u_k) \leq 0, \ k = 0, \ldots, \infty \\
 x_0 = x(0).
\]  

(7.19)

We define the set of initial conditions for which this problem has a solution.

\[
 X_{0\to \infty} = \{ x(0) \in \mathbb{R}^n : \text{Problem (7.19) is feasible and } J^*_{0\to \infty}(x(0)) < +\infty \}.
\]  

(7.20)

For the value function \( J^*_{0\to \infty}(x_0) \) to be finite it must hold that

\[
 \lim_{k\to \infty} q(x_k, u_k) = 0,
\]

and because \( q(x_k, u_k) > 0 \) for all \( (x_k, u_k) \neq 0 \)

\[
 \lim_{k\to \infty} x_k = 0
\]
Thus the sequence of control actions generated by the solution of the infinite horizon problem drives the system to the origin. For this solution to exist the system must be, loosely speaking, stabilizable.

Using the recursive dynamic programming approach we can seek the solution of the infinite horizon optimal control problem by increasing $N$ until we observe convergence. If the dynamic programming algorithm converges as $N \to \infty$ then (7.14) becomes the Bellman equation

$$J^*(x) = \min_u \{ q(x, u) + J^*(g(x, u)) \}
\text{subj. to } h(x, u) \leq 0
\quad g(x, u) \in X_{0 \to \infty}$$

This procedure of simply increasing $N$ may not be well behaved numerically and it may also be difficult to define a convergence criterion that is meaningful for the control problem. We will describe a method, called Value Function Iteration, in the next section.

An alternative is receding horizon control which can yield a time invariant controller guaranteeing convergence to the origin without requiring $N \to \infty$. We will describe this important idea later in this chapter.

### 7.4.1 Value Function Iteration

Once the value function $J^*(x)$ is known, the nonlinear feedback control law $u^*(x)$ is defined implicitly by (7.21)

$$u^*(x) = \arg \min_u \{ q(x, u) + J^*(g(x, u)) \}
\text{subj. to } h(x, u) \leq 0
\quad g(x, u) \in X_{0 \to \infty}.$$  (7.22)

It is time invariant and guarantees convergence to the origin for all states in $X_{0 \to \infty}$. For a given $x \in X_{0 \to \infty}$, $u^*(x)$ can be found from (7.21) by solving a standard nonlinear programming problem.

In order to find the value function $J^*(x)$ we need to solve (7.21). We can start with some initial guess $\tilde{J}_0^*$ for the value function and an initial guess $\tilde{X}_0$ for the region in the state space where we expect the infinite horizon problem to converge and iterate. Then at iteration $i + 1$ solve

$$\tilde{J}_{i+1}^*(x) = \min_u \{ q(x, u) + \tilde{J}_i^*(g(x, u)) \}
\text{subj. to } h(x, u) \leq 0
\quad g(x, u) \in \tilde{X}_i$$

$$\tilde{X}_{i+1} = \{ x \in \mathbb{R}^n : \exists u \ (h(x, u) \leq 0, \text{ and } g(x, u) \in \tilde{X}_i) \}.$$  (7.24)

Again, here $i$ is the iteration index and does not denote time. This iterative procedure is called value function iteration. It can be executed as follows. Let us
assume that at iteration step \( i \) we gridded the set \( \bar{X}_i \) and that \( \hat{J}^*_i(x) \) is known at each grind point from the previous iteration. We can approximate \( \hat{J}^*_i(x) \) at intermediate points via interpolation. For a fixed point \( \bar{x} \) the optimization problem (7.23) is a nonlinear programming problem yielding \( \hat{J}^*_i(\bar{x}) \). In this manner the approximate value function \( \hat{J}^*_i(x) \) can be constructed at all grid points and we can proceed to the next iteration step \( i + 1 \).

7.4.2 Receding Horizon Control

Receding Horizon Control will be covered in detail in Chapter 12. Here we illustrate the main idea and discuss the fundamental properties.

Assume that at time \( t = 0 \) we determine the control action \( u_0 \) by solving the finite horizon optimal control problem (7.3)-(7.5). If \( J^*_0 \to N(x_0) \) converges to \( J^*_0 \to \infty(x_0) \) as \( N \to \infty \) then the effect of increasing \( N \) on the value of \( u_0 \) should diminish as \( N \to \infty \). Thus, intuitively, instead of making the horizon infinite we can get a similar behavior when we use a long, but finite horizon \( N \), and repeat this optimization at each time step, in effect moving the horizon forward (moving horizon or receding horizon control). We can use the batch or the dynamic programming approach.

**Batch approach.** We solve an optimal control problem with horizon \( N \) yielding a sequence of optimal inputs \( u^*_0, \ldots, u^*_N \), but we would implement only the first one of these inputs \( u^*_0 \). At the next time step we would measure the current state and then again solve the \( N \)-step problem with the current state as new initial condition \( x_0 \). If the horizon \( N \) is long enough then we expect that this approximation of the infinite horizon problem should not matter and the implemented sequence should drive the states to the origin.

**Dynamic programming approach.** We always implement the control \( u_0 \) obtained from the optimization problem

\[
J^*_0 \to N(x_0) = \min_{u_0} \quad q(x_0, u_0) + J^*_1 \to N(g(x_0, u_0))
\]

\[
\text{subj. to} \quad h(x_0, u_0) \leq 0, \quad g(x_0, u_0) \in X_1 \to N, \quad x_0 = x(0)
\]  

(7.25)

where \( J^*_1 \to N(g(x_0, u_0)) \) is the optimal cost-to-go from the state \( x_1 = g(x_0, u_0) \) at time 1 to the end of the horizon \( N \).

If the dynamic programming iterations converge as \( N \to \infty \), then for a long, but finite horizon \( N \) we expect that this receding horizon approximation of the infinite horizon problem should not matter and the resulting controller will drive the system asymptotically to the origin.

In both the batch and the recursive approach, however, it is not obvious how long \( N \) must be for the receding horizon controller to inherit these desirable convergence characteristics. Indeed, for computational simplicity we would like to keep \( N \) small. We will argue next that the proposed control scheme guarantees convergence just like the infinite horizon variety if we impose a specific terminal constraint, for example, if we require the terminal region to be the origin \( X_f = 0 \).
From the principle of optimality we know that

$$J^*_{0\to N}(x_0) = \min_{u_0} q(x_0, u_0) + J^*_{1\to N}(x_1).$$

(7.26)

Assume that we are at $x(0)$ at time 0 and implement the optimal $u_0^*$ that takes us to the next state $x_1 = g(x(0), u_0^*)$. At this state at time 1 we postulate to use over the next $N$ steps the sequence of optimal moves determined at the previous step followed by zero: $u_1^*, \ldots, u_{N-1}^*, 0$. This sequence is not optimal but the associated cost over the shifted horizon from 1 to $N+1$ can be easily determined. It consists of three parts: 1) the optimal cost $J^*_{0\to N}(x_0)$ from time 0 to $N$ computed at time 0, minus 2) the stage cost $q(x_0, u_0)$ at time 0 plus 3) the cost at time $N+1$. But this last cost is zero because we imposed the terminal constraint $x_N = 0$ and assumed $u_N = 0$. Thus the cost over the shifted horizon for the assumed sequence of control moves is

$$J^*_{0\to N}(x_0) - q(x_0, u_0).$$

Because this postulated sequence of inputs is not optimal at time 1

$$J^*_{1\to N+1}(x_1) \leq J^*_{0\to N}(x_0) - q(x_0, u_0).$$

Because the system and the objective are time invariant $J^*_{1\to N+1}(x_1) = J^*_{0\to N}(x_1)$ so that

$$J^*_{0\to N}(x_1) \leq J^*_{0\to N}(x_0) - q(x_0, u_0).$$

As $q > 0$ for all $(x, u) \neq (0, 0)$, the sequence of optimal costs $J^*_{0\to N}(x_0), J^*_{0\to N}(x_1), \ldots$ is strictly decreasing for all $(x, u) \neq (0, 0)$. Because the cost $J^*_{0\to N} \geq 0$ the sequence $J^*_{0\to N}(x_0), J^*_{0\to N}(x_1), \ldots$ (and thus the sequence $x_0, x_1, \ldots$) is converging. Thus we have established the following important theorem.

**Theorem 7.1 (Convergence of Receding Horizon Control)** At time step $j$ consider the cost function

$$J_{j\to j+N}(x_j, u_j, u_{j+1}, \ldots, u_{j+N-1}) = \sum_{k=j}^{j+N} q(x_k, u_k), \quad q > 0$$

(7.27)

and the CFTOC problem

$$J^*_{j\to j+N}(x_j) = \min_{u_j, u_{j+1}, \ldots, u_{j+N-1}} J_{j\to j+N}(x_j, u_j, u_{j+1}, \ldots, u_{j+N-1})$$

subj. to

$$x_{k+1} = g(x_k, u_k)$$

$$h(x_k, u_k) \leq 0, \quad k = j, \ldots, j + N - 1$$

$$x_N = 0$$

(7.28)

Assume that only the optimal $u_j^*$ is implemented. At the next time step $j+1$ the CFTOC problem is solved again starting from the resulting state $x_{j+1} = g(x_j, u_j^*)$. Assume that the CFTOC problem (7.28) has a solution for every state $x_j, x_{j+1}, \ldots$ resulting from the control policy. Then the system will converge to the origin as $j \to \infty$. 
Thus we have established that a receding horizon controller with terminal constraint $x_N = 0$ has the same desirable convergence characteristics as the infinite horizon controller. At first sight the theorem appears very general and powerful. It is based on the implicit assumption, however, that at every time step the CFTOC problem has a solution. Infeasibility would occur, for example, if the underlying system is not stabilizable. It could also happen that the constraints on the inputs which restrict the control action prevent the system from reaching the terminal state in $N$ steps. In Chapter 12 we will present special formulations of problem (7.28) such that feasibility at the initial time guarantees feasibility for all future times. Furthermore in addition to asymptotic convergence to the origin we will establish stability for the closed-loop system with the receding horizon controller.

**Remark 7.1** For the sake of simplicity in the rest of the book we will use the following shorter notation

\begin{align}
J^*_j(x_j) &= J^*_{j \to N}(x_j), \quad j = 0, \ldots, N \\
J^*_\infty(x_0) &= J^*_{0 \to \infty}(x_0) \\
X^*_j &= X^*_{j \to N}, \quad j = 0, \ldots, N \\
X^*_\infty &= X^*_{0 \to \infty} \\
U_0 &= U_{0 \to N}
\end{align}

(7.29)

and use the original notation only if needed.

### 7.5 Lyapunov Stability

While asymptotic convergence $\lim_{k \to \infty} x_k = 0$ is a desirable property, it is generally not sufficient in practice. We would also like a system to stay in a small neighborhood of the origin when it is disturbed slightly. Formally this is expressed as Lyapunov stability.

#### 7.5.1 General Stability Conditions

Consider the autonomous system

\[ x_{k+1} = g(x_k) \quad (7.30) \]

with $g(0) = 0$.

**Definition 7.1 (Lyapunov Stability)** The equilibrium point $x = 0$ of system (7.30) is

- stable (in the sense of Lyapunov) if, for each $\varepsilon > 0$, there is $\delta > 0$ such that

\[ ||x_0|| < \delta \Rightarrow ||x_k|| < \varepsilon, \quad \forall k \geq 0 \quad (7.31) \]

- unstable if not stable
- asymptotically stable in $\Omega \subseteq \mathbb{R}^n$ if it is stable and

$$\lim_{k \to \infty} x_k = 0, \forall x_0 \in \Omega \quad (7.32)$$

- globally asymptotically stable if it is asymptotically stable and $\Omega = \mathbb{R}^n$

- exponentially stable if it is stable and there exist constants $\alpha > 0$ and $\gamma \in (0,1)$ such that

$$\|x_0\| < \delta \Rightarrow \|x_k\| \leq \alpha \|x_0\|^\gamma, \forall k \geq 0. \quad (7.33)$$

The $\varepsilon$-$\delta$ requirement for stability (7.31) takes a challenge-answer form. To demonstrate that the origin is stable, for any value of $\varepsilon$ that a challenger may chose (however small), we must produce a value of $\delta$ such that a trajectory starting in a $\delta$ neighborhood of the origin will never leave the $\varepsilon$ neighborhood of the origin.

**Remark 7.2** If in place of system (7.30), we consider the time-varying system $x_{k+1} = g(x_k, k)$, then $\delta$ in Definition 7.1 is a function of $\varepsilon$ and $k$, i.e., $\delta = \delta(\varepsilon, k) > 0$. In this case, we introduce the concept of “uniform stability”. The equilibrium point $x = 0$ is uniformly stable if, for each $\varepsilon > 0$, there is $\delta = \delta(\varepsilon) > 0$ (independent from $k$) such that

$$\|x_0\| < \delta \Rightarrow \|x_k\| < \varepsilon, \forall k \geq 0. \quad (7.34)$$

The following example shows that Lyapunov stability and convergence are, in general, different properties.

**Example 7.1** Consider the following system with one state $x \in \mathbb{R}$:

$$x_{k+1} = x_k(x_k - 1 - |x_k - 1|). \quad (7.35)$$

The state $x = 0$ is an equilibrium for the system. For any state $x \in [-1, 1]$ we have $(x - 1) \leq 0$ and the system dynamics (7.35) become

$$x_{k+1} = 2x_k^2 - 2x_k. \quad (7.36)$$

System (7.36) generates oscillating and diverging trajectories for any $x_0 \in (-1,1)\backslash\{0\}$. Any such trajectory will enter in finite time $T$ the region with $x \geq 1$. In this region the system dynamics (7.35) become

$$x_{k+1} = 0, \forall k \geq T. \quad (7.37)$$

Therefore the origin is not Lyapunov stable, however the system converges to the origin for all $x_0 \in (-\infty, +\infty)$.

Usually to show Lyapunov stability of the origin for a particular system one constructs a so called Lyapunov function, i.e., a function satisfying the conditions of the following theorem.
Theorem 7.2  Consider the equilibrium point $x = 0$ of system (7.30). Let $\Omega \subset \mathbb{R}^n$ be a closed and bounded set containing the origin. Assume there exists a function $V : \mathbb{R}^n \to \mathbb{R}$ continuous at the origin, finite for every $x \in \Omega$, and such that

\begin{align}
V(0) &= 0 \text{ and } V(x) > 0, \forall x \in \Omega \setminus \{0\} \\
V(x_{k+1}) - V(x_k) &\leq -\alpha(x_k) \forall x_k \in \Omega \setminus \{0\}
\end{align}

(7.38a) (7.38b)

where $\alpha : \mathbb{R}^n \to \mathbb{R}$ is a continuous positive definite function. Then $x = 0$ is asymptotically stable in $\Omega$.

Definition 7.2  A function $V(x)$ satisfying conditions (7.38a)-(7.38b) is called a Lyapunov Function.

The main idea of Theorem 7.2 can be explained as follows. We aim to find a scalar function $V(x)$ that captures qualitative characteristics of the system response, and, in particular, its stability. We can think of $V$ as an energy function that is zero at the origin and positive elsewhere (condition (7.38a)). Condition (7.38b) of Theorem 7.2 requires that for any state $x_k \in \Omega$, $x_k \neq 0$ the energy decreases as the system evolves to $x_{k+1}$.

A proof of Theorem 7.2 for continuous dynamical systems can be found in [184]. The continuity assumptions on the dynamical system $g$ is not used in the proof in [247, p. 609]. Assumption in equation (7.38b), however, together with the continuity of $V(\cdot)$ at the origin, implies that $g(\cdot)$ must be continuous at the origin.

Theorem 7.2 states that if we find an energy function which satisfies the two conditions (7.38a)-(7.38b), then the system states starting from any initial state $x_0 \in \Omega$ will eventually settle to the origin.

Note that Theorem 7.2 is only sufficient. If condition (7.38b) is not satisfied for a particular choice of $V$ nothing can be said about stability of the origin. Condition (7.38b) of Theorem 7.2 can be relaxed to allow $\alpha$ to be a continuous positive semi-definite (psd) function:

\begin{align}
V(x_{k+1}) - V(x_k) &\leq -\alpha(x_k), \forall x_k \neq 0, \alpha \text{ continuous and psd.} 
\end{align}

(7.39)

Condition (7.39) along with condition (7.38a) are sufficient to guarantee stability of the origin as long as the set $\{x_k : V(g(x_k)) - V(x_k) = 0\}$ contains no trajectory of the system $x_{k+1} = g(x_k)$ except for $x_k = 0$ for all $k \geq 0$. This relaxation of Theorem 7.2 is the so called Barbashin-Krasovski-LaSalle principle [183]. It basically means that $V(x_k)$ may stay constant and non zero at one or more time instants as long as it does not do so at an equilibrium point or periodic orbit of the system.

A similar result as Theorem 7.2 can be derived for global asymptotic stability, i.e., $\Omega = \mathbb{R}^n$.

Theorem 7.3  Consider the equilibrium point $x = 0$ of system (7.30). Assume there exists a function $V : \mathbb{R}^n \to \mathbb{R}$ continuous at the origin, finite for every $x \in \mathbb{R}^n$, and such that

\begin{align}
\|x\| &\to \infty \Rightarrow V(x) \to \infty \\
V(0) &= 0 \text{ and } V(x) > 0, \forall x \neq 0 \\
V(x_{k+1}) - V(x_k) &\leq -\alpha(x_k) \forall x_k \neq 0
\end{align}

(7.40a) (7.40b) (7.40c)
where \( \alpha : \mathbb{R}^n \to \mathbb{R} \) is a continuous positive definite function. Then \( x = 0 \) is globally asymptotically stable.

**Definition 7.3** A function \( V(x) \) satisfying condition (7.40a) is said to be radially unbounded.

**Definition 7.4** A radially unbounded Lyapunov function is called a Global Lyapunov function.

Note that it was not enough just to restate Theorem 7.2 with \( \Omega = \mathbb{R}^n \) but we also have to require \( V(x) \) to be radially unbounded to guarantee global asymptotic stability. To motivate this condition consider the candidate Lyapunov function for a system in \( \mathbb{R}^2 \)

\[
V(x) = \frac{x_1^2}{1 + x_1^2} + x_2^2, \tag{7.41}
\]

which is depicted in Fig. 7.1, where \( x_1 \) and \( x_2 \) denote the first and second components of the state vector \( x \), respectively. \( V(x) \) in (7.41) is not radially unbounded as for \( x_2 = 0 \)

\[
\lim_{x_1 \to \infty} V(x) = 1.
\]

For this Lyapunov function even if condition (7.40c) is satisfied, the state \( x \) may escape to infinity. Condition (7.40c) of Theorem 7.3 guarantees that the level sets \( \Omega_c \) of \( V(x) \) (\( \Omega_c = \{ x \in \mathbb{R}^n : V(x) \leq c \} \)) are closed.

The construction of suitable Lyapunov functions is a challenge except for linear systems. First of all one can quite easily show that for linear systems Lyapunov stability agrees with the notion of stability based on eigenvalue location.

**Theorem 7.4** A linear system \( x_{k+1} = Ax_k \) is globally asymptotically stable in the sense of Lyapunov if and only if all its eigenvalues are strictly inside the unit circle.

We also note that stability is always “global” for linear systems.
7.5.2 Quadratic Lyapunov Functions for Linear Systems

A simple effective Lyapunov function for linear systems is
\[ V(x) = x'Px, \quad P > 0 \]  \hspace{1cm} (7.42)
which satisfies conditions (7.40a)-(7.40b) of Theorem 7.3. In order to test condition (7.40c) we compute
\[ V(x_{k+1}) - V(x_k) = x_{k+1}'Px_{k+1} - x_k'Px_k = x_k'A'PAx_k - x_k'Px_k = x_k'(A'PA - P)x_k. \]  \hspace{1cm} (7.43)
Therefore condition (7.40c) is satisfied if \( P > 0 \) can be found such that
\[ A'PA - P = -Q, \quad Q > 0. \]  \hspace{1cm} (7.44)
Equation (7.44) is referred to as discrete-time Lyapunov equation. The following Theorem [75, p. 211] shows that \( P > 0 \) satisfying (7.44) exists if and only if the linear system is asymptotically stable.

**Theorem 7.5** Consider the linear system \( x_{k+1} = Ax_k \). Equation (7.44) has a unique solution \( P > 0 \) for any \( Q > 0 \) if and only if \( A \) has all eigenvalues strictly inside the unit circle.

Thus, a quadratic form \( x'Px \) is always a suitable Lyapunov function for linear systems and an appropriate \( P \) can be found by solving (7.44) for a chosen \( Q > 0 \) iff the system’s eigenvalues lie inside the unit circle. For nonlinear systems, determining a suitable form for \( V(x) \) is generally difficult.

For a stable linear system \( x_{k+1} = Ax_k \), \( P \) turns out to be the infinite time cost matrix
\[ J_\infty(x_0) = \sum_{k=0}^{\infty} x_k'Qx_k = x_0'Px_0 \]  \hspace{1cm} (7.45)
as we can easily show. From
\[ J_\infty(x_1) - J_\infty(x_0) = x_1'Px_1 - x_0'Px_0 = x_0'A'PAx_0 - x_0'Px_0 = -x_0'Qx_0 \]  \hspace{1cm} (7.46)
we recognize that \( P \) is the solution of the Lyapunov equation (7.44). In other words the infinite time cost (7.45) is a Lyapunov function for the linear system \( x_{k+1} = Ax_k \).

The conditions of Theorem 7.5 can be relaxed as follows.

**Theorem 7.6** Consider the linear system \( x_{k+1} = Ax_k \). Equation (7.44) has a unique solution \( P > 0 \) for any \( Q = C'C \succeq 0 \) if and only if \( A \) has all eigenvalues inside the unit circle and \((C, A)\) is observable.

We can prove Theorem 7.6 in the same way as Callier and Desoer [75, p. 211] proved Theorem 7.5. In Theorem 7.6 we do not require that the Lyapunov function decreases at every time step, i.e., we allow \( Q \) to be positive semidefinite. To understand this, let us assume that for a particular system state \( \bar{x} \), \( V \) does not decrease, i.e., \( \bar{x}'Q\bar{x} = (C\bar{x})'(C\bar{x}) = 0 \). Then at the next time steps we have the rate
of decrease $(CA\bar{x})'(CA\bar{x}), (CA^2\bar{x})'(CA^2\bar{x}), \ldots$. If the system $(C, A)$ is observable then for all $\bar{x} \neq 0$

$$\bar{x}' [C (CA)' (CA^2)' \cdots (CA^{n-1})'] \neq 0,$$  \hspace{1cm} (7.47)

which implies that after at most $(n - 1)$ steps the rate of decrease will become nonzero. This is a special case of the Barbashin-Krasovski-LaSalle principle. Note that for $C$ square and nonsingular Theorem 7.6 reduces to Theorem 7.5.

Similarly we can analyze the controlled system $x_{k+1} = Ax_k + Bu_k$ with $u_k = Fx_k$ and the infinite time cost

$$J_\infty(x_0) = \sum_{k=0}^{\infty} x_k'Qx_k + u_k'Ru_k$$  \hspace{1cm} (7.48)

with $Q = C'C$ and $R = D'D$ with $\det(D) \neq 0$. We can rewrite the cost as

$$J_\infty(x_0) = \sum_{k=0}^{\infty} x_k'(Q + F'RF)x_k = \sum_{k=0}^{\infty} x_k' \left[ \begin{array}{c} C \\ DF \end{array} \right]' \left[ \begin{array}{cc} C & DF \end{array} \right] x_k$$  \hspace{1cm} (7.49)

for the controlled system $x_{k+1} = (A + BF)x_k$. The infinite time cost matrix $P$ can now be found from the Lyapunov equation

$$(A + BF)'P(A + BF) - P = \left[ \begin{array}{cc} C \\ DF \end{array} \right]' \left[ \begin{array}{cc} C & DF \end{array} \right].$$  \hspace{1cm} (7.50)

According to Theorem 7.6 the solution $P$ is unique and positive definite iff $(A+BF)$ is stable and \( \begin{pmatrix} C \\ DF \end{pmatrix}, (A + BF) \) is observable. This follows directly from the observability of $(C, A)$. If $(C, A)$ is observable, then so is $(C, A + BF)$ because feedback does not affect observability. Observability is also not affected by adding the observed outputs $DFx$.

From (7.44) it follows that for stable systems and for a chosen $Q > 0$ one can always find $P > 0$ solving

$$A'PA - P + Q \preceq 0.$$  \hspace{1cm} (7.51)

This Lyapunov inequality shows that for a stable system we can always find a $P$ such that $V(x) = x'Px$ decreases at a desired “rate” indicated by $Q$. We will need this result later to prove stability of receding horizon control schemes.

### 7.5.3 $1/\infty$ Norm Lyapunov Functions for Linear Systems

For $p = \{1, \infty\}$ the function

$$V(x) = \|Px\|_p$$

with $P \in \mathbb{R}^{l \times n}$ of full column rank satisfies the requirements (7.40a), (7.40b) of a Lyapunov function. It can be shown that a matrix $P$ can be found such that condition (7.40c) is satisfied for the system $x_{k+1} = Ax_k$ if and only if the eigenvalues of $A$ are inside the unit circle. The number of rows $l$ necessary in $P$ depends on the system. The techniques to construct $P$ are based on the following theorem [177, 237].
Theorem 7.7 Let $P \in \mathbb{R}^{l \times n}$ with rank$(P) = n$ and $p \in \{1, \infty\}$. The function
\[ V(x) = \|Px\|_p \] (7.52)
is a Lyapunov function for the discrete-time system
\[ x_{k+1} = Ax_k, \quad k \geq 0, \] (7.53)
if and only if there exists a matrix $H \in \mathbb{R}^{l \times l}$, such that
\[ PA = HP, \] (7.54a)
\[ \|H\|_p < 1. \] (7.54b)

An effective method to find both $H$ and $P$ was proposed by Christophersen in [88].

To prove the stability of receding horizon control, later in this book, we will need to find a $\hat{P}$ such that
\[ \|\hat{P}Ax\|_\infty - \|\hat{P}x\|_\infty + \|Qx\|_\infty \leq 0, \quad \forall x \in \mathbb{R}^n. \] (7.55)

Note that the inequality (7.55) is equivalent to the Lyapunov inequality (7.51) when the squared two-norm is replaced by the $1-$ or $\infty-$norm. Once we have constructed a $P$ and $H$ to fulfill the conditions of Theorem 7.7 we can easily find $P$ to satisfy (7.55) according to the following lemma.

Lemma 7.1 Let $P$ and $H$ be matrices satisfying conditions (7.54), with $P$ full column rank. Let $\sigma = 1 - \|H\|_\infty$, $\rho = \|QP^#\|_\infty$, where $P^# = (P'P)^{-1}P'$ is the left pseudoinverse of $P$. Then, the square matrix
\[ \hat{P} = \frac{\rho}{\sigma}P \] (7.56)
satisfies condition (7.55).

Proof: Since $\hat{P}$ satisfies $\hat{P}A = H\hat{P}$, we obtain $-\|\hat{P}x\|_\infty + \|\hat{P}Ax\|_\infty + \|Qx\|_\infty = -\|\hat{P}x\|_\infty + \|HPx\|_\infty + \|Qx\|_\infty \leq (\|H\|_\infty - 1)\|Pz\|_\infty + \|Qx\|_\infty \leq (\|H\|_\infty - 1)\|Pz\|_\infty + \|QP^#\|_\infty\|Px\|_\infty = 0$. Therefore, (7.55) is satisfied. ■
Chapter 8

Linear Quadratic Optimal Control

In this chapter we study the finite time and infinite time optimal control problem for unconstrained linear systems with quadratic objective functions. We derive the structure of the optimal control law by using two approaches: the batch approach and the dynamic programming approach. For problems with quadratic objective functions we obtain the well known Algebraic Riccati Equations.

8.1 Problem Formulation

We consider a special case of the problem stated in the last chapter, where the system is linear and time-invariant

\[ x(t + 1) = Ax(t) + Bu(t). \]  (8.1)

Again, \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \) are the state and input vectors respectively.

We define the following quadratic cost function over a finite horizon of \( N \) steps

\[ J_0(x_0, U_0) = x_N^T P x_N + \sum_{k=0}^{N-1} x_k^T Q x_k + u_k^T R u_k, \]  (8.2)

where \( x_k \) denotes the state vector at time \( k \) obtained by starting from the state \( x_0 = x(0) \) and applying to the system model

\[ x_{k+1} = Ax_k + Bu_k \]  (8.3)

the input sequence \( u_0, \ldots, u_{k-1} \). Consider the finite time optimal control problem

\[ J_0^*(x(0)) = \min_{U_0} J_0(x(0), U_0) \text{ subj. to } x_{k+1} = Ax_k + Bu_k, \quad k = 0, 1, \ldots, N - 1 \]  (8.4)
In (8.4) \( U_0 = [u_0', \ldots, u_{N-1}']' \in \mathbb{R}^s \), \( s = mN \) is the decision vector containing all future inputs. We will assume that the state penalty is positive semi-definite \( Q = Q' \succeq 0 \), \( P = P' \succeq 0 \) and the input penalty is positive definite \( R = R' > 0 \).

As introduced in the previous chapter we will present two alternate approaches to solve problem (8.4), the batch approach and the recursive approach using dynamic programming.

### 8.2 Solution via Batch Approach

First we write the equality constraints (8.4) explicitly to express all future states \( x_1, x_2, \ldots \) as a function of the future inputs \( u_0, u_1, \ldots \) and then we eliminate all intermediate states by successive substitution to obtain

\[
\begin{bmatrix}
  x(0) \\
  x_1 \\
  \vdots \\
  x_N \\
\end{bmatrix}
= \begin{bmatrix}
  I \\
  A \\
  \vdots \\
  A^N \\
\end{bmatrix}
\begin{bmatrix}
  x(0) \\
  x_1 \\
  \vdots \\
  x_N \\
\end{bmatrix}
+ \begin{bmatrix}
  0 & \cdots & 0 \\
  B & 0 & \cdots & 0 \\
  AB & \ddots & \ddots & \vdots \\
  \vdots & \ddots & \ddots & \vdots \\
  A^{N-1}B & \cdots & B \\
\end{bmatrix}
\begin{bmatrix}
  u_0 \\
  \vdots \\
  \vdots \\
  u_{N-1} \\
\end{bmatrix}.
\]

(8.5)

Here all future states are explicit functions of the present state \( x(0) \) and the future inputs \( u_0, u_1, u_2, \ldots \) only. By defining the appropriate quantities we can rewrite this expression compactly as

\[
X = S^x x(0) + S^u U_0.
\]

(8.6)

Using the same notation the objective function can be rewritten as

\[
J(x(0), U_0) = X' \tilde{Q} X + U_0' \tilde{R} U_0,
\]

(8.7)

where \( \tilde{Q} = \text{blockdiag}\{Q, \ldots, Q, P\}, \tilde{Q} \succeq 0 \), and \( \tilde{R} = \text{blockdiag}\{R, \ldots, R\}, \tilde{R} > 0 \).

Substituting (8.6) into the objective function (8.7) yields

\[
J_0(x(0), U_0) = (S^x x(0) + S^u U_0)' \tilde{Q} (S^x x(0) + S^u U_0) + U_0' \tilde{R} U_0
= U_0' (S^u' \tilde{Q} S^u + \tilde{R}) U_0 + 2x'(0) (S^x \tilde{Q} S^x)' U_0 + x'(0) (S^x \tilde{Q} S^x) x(0)
= U_0' H U_0 + 2x'(0) F U_0 + x'(0) F x(0)
\]

(8.8)

Because \( \tilde{R} > 0 \), also \( H > 0 \). Thus \( J_0(x(0), U_0) \) is a positive definite quadratic function of \( U_0 \). Therefore, its minimum can be found by computing its gradient and setting it to zero. This yields the optimal vector of future inputs

\[
U_0^*(x(0)) = -H^{-1} F x(0)
= - (S^u' \tilde{Q} S^u + \tilde{R})^{-1} S^u' \tilde{Q} S^x x(0).
\]

(8.9)
With this choice of $U_0$ the optimal cost is
\[
J^*_0(x(0)) = -x(0)'FH^{-1}F'x(0) + x(0)'Yx(0)
\]
\[
= x(0)' \left[ Sx'Sx - Sx'Su (Su'Su + R)^{-1} Su'Sx \right] x(0).
\]
(8.10)

Note that the optimal vector of future inputs $U^*_0(x(0))$ is a linear function (8.9) of the initial state $x(0)$ and the optimal cost $J^*_0(x(0))$ is a quadratic function (8.10) of the initial state $x(0)$.

### 8.3 Solution via Recursive Approach

Alternatively, we can use dynamic programming to solve the same problem in a recursive manner. We define the optimal cost $J^*_j(x_j)$ for the $N-j$ step problem starting from state $x_j$ by
\[
J^*_j(x_j) \triangleq \min_{u_j, \ldots, u_{N-1}} x'_N Px_N + \sum_{k=j}^{N-1} x'_k Qx_k + u'_k Ru_k.
\]
(8.11)

According to the principle of optimality the optimal one step cost-to-go can be obtained from
\[
J^*_{N-1}(x_{N-1}) = \min_{u_{N-1}} x'_N Px_N + x'_N Qx_{N-1} + u'_N Ru_{N-1}
\]
\[
\text{subj. to } x_N = Ax_{N-1} + Bu_{N-1}
\]
(8.13)

Substituting (8.13) into the objective function (8.12),
\[
J^*_{N-1}(x_{N-1}) = \min_{u_{N-1}} \left\{ x'_N (Ap_N A + Q)x_{N-1} + 2x'_N Ap_N Bu_{N-1} + u'_N (B'P_N B + R)u_{N-1} \right\}.
\]
(8.14)

We note that the cost-to-go $J^*_{N-1}(x_{N-1})$ is a positive definite quadratic function of the decision variable $u_{N-1}$. We find the optimum by setting the gradient to zero and obtain the optimal input
\[
u_{N-1}^* = -(B'P_N B + R)^{-1} B'P_N A x_{N-1}
\]
(8.15)

and the one-step optimal cost-to-go
\[
J^*_{N-1}(x_{N-1}) = x'_N P_{N-1} x_{N-1},
\]
(8.16)

where we have defined
\[
P_{N-1} = A'P_N A + Q - A'P_N B (B'P_N B + R)^{-1} B'P_N A.
\]
(8.17)
At the next stage, consider the two-step problem from time $N - 2$ forward:

$$J^*_{N-2}(x_{N-2}) = \min_{u_{N-2}} x'_{N-1}P_{N-1}x_{N-1} + x'_{N-2}Qx_{N-2} + u'_{N-2}Ru_{N-2} \tag{8.18}$$

$$x_{N-1} = Ax_{N-2} + Bu_{N-2}. \tag{8.19}$$

We recognize that (8.18), (8.19) has the same form as (8.12), (8.13). Therefore we can state the optimal solution directly.

$$u^*_{N-2} = -(B'P_{N-1}B + R)^{-1}B'P_{N-1}A x_{N-2}. \tag{8.20}$$

The optimal two-step cost-to-go is

$$J^*_{N-2}(x_{N-2}) = x'_{N-2}P_{N-2}x_{N-2}, \tag{8.21}$$

where we defined

$$P_{N-2} = A'P_{N-1}A + Q - A'P_{N-1}B(B'P_{N-1}B + R)^{-1}B'P_{N-1}A. \tag{8.22}$$

Continuing in this manner, at some arbitrary time $k$ the optimal control action is

$$u^*(k) = -(B'P_{k+1}B + R)^{-1}B'P_{k+1}A x(k),$$

$$= F_k x(k), \quad \text{for } k = 0, \ldots, N - 1, \tag{8.23}$$

where

$$P_k = A'P_{k+1}A + Q - A'P_{k+1}B(B'P_{k+1}B + R)^{-1}B'P_{k+1}A \tag{8.24}$$

and the optimal cost-to-go starting from the measured state $x(k)$ is

$$J^*_k(x(k)) = x'(k)P_k x(k). \tag{8.25}$$

Equation (8.24) (called Discrete Time Riccati Equation or Riccati Difference Equation - RDE) is initialized with $P_N = P$ and is solved backwards, i.e., starting with $P_N$ and solving for $P_{N-1}$, etc. Note from (8.23) that the optimal control action $u^*(k)$ is obtained in the form of a feedback law as a linear function of the measured state $x(k)$ at time $k$. The optimal cost-to-go (8.25) is found to be a quadratic function of the state at time $k$.

**Remark 8.1** According to Section 7.4.2, the receding horizon control policy is obtained by solving problem (8.4) at each time step $t$ with $x_0 = x(t)$. Consider the state feedback solution $u^*(k)$ in (8.23) to problem (8.4). Then, the receding horizon control policy is:

$$u^*(t) = F_0 x(t), \quad t \geq 0 \tag{8.26}$$

### 8.4 Comparison of the Two Approaches

We will compare the batch and the recursive dynamic programming approach in terms of the results and the methods used to obtain the results.
Most importantly we observe that the results obtained by the two methods are fundamentally different. The batch approach yields a formula for the sequence of inputs as a function of the initial state.

\[ U_0^* = - (S^u'\bar{Q}S^u + \bar{R})^{-1} S^u'\bar{Q}x(0). \]  

(8.27)

The recursive dynamic programming approach yields a feedback policy, i.e., a sequence of feedback laws expressing at each time step the control action as a function of the state at that time.

\[ u^*(k) = F_k x(k), \text{ for } k = 0, \ldots, N - 1. \]  

(8.28)

As this expression implies, we determine \( u(k) \) at each time \( k \) as a function of the current state \( x(k) \) rather than use a \( u(k) \) precomputed at \( k = 0 \) as in the batch method. If the state evolves exactly according to the linear model (8.3) then the sequence of control actions \( u(k) \) obtained from the two approaches is identical. In practice, the result of applying the sequence (8.27) in an open-loop fashion may be rather different from applying the time-varying feedback law (8.28) because the model (8.1) for predicting the system states may be inaccurate and the system may be subject to disturbances not included in the model. We expect the application of the feedback law to be more robust because at each time step the observed state \( x(k) \) is used to determine the control action rather than the state \( x_k \) predicted at time \( t = 0 \).

We note that we can get the same feedback effect with the batch approach if we recalculate the optimal open-loop sequence at each time step \( j \) with the current measurement as initial condition. In this case we need to solve the following optimization problem

\[ J_j^*(x(j)) = \min_{u_j, \ldots, u_{N-1}} \quad x_N^T P x_N + \sum_{k=j}^{N-1} x_k^T Q x_k + u_k^T R u_k \]
\[ \text{subj. to } x_j = x(j), \]  

(8.29)

where we note that the horizon length is shrinking at each time step.

As seen from (8.27) the solution to (8.29) relates the sequence of inputs \( u_j^*, u_{j+1}^*, \ldots \) to the state \( x(j) \) through a linear expression. The first part of this expression yields again the optimal feedback law (8.28) at time \( j \), \( u^*(j) = F_j x(j) \).

Here the dynamic programming approach is clearly a more efficient way to generate the feedback policy because it only uses a simple matrix recursion (8.24). Repeated application of the batch approach, on the other hand, requires the repeated inversion of a potentially large matrix in (8.27). For such inversion, however, one can take advantage of the fact that only a small part of the matrix \( H \) changes at every time step.

What makes dynamic programming so effective here is that in this special case, where the system is linear and the objective is quadratic, the optimal cost-to-go, the value function \( J_j^*(x(j)) \) has a very simple form: it is quadratic. If we make the problem only slightly more complicated, e.g., if we add constraints on the inputs or states, the value function can still be constructed, but it is much more complex. In general, the value function can only be approximated as discussed in the previous chapter. Then a repeated application of the batch policy, where we resolve the optimization problem at each time step is an attractive alternative.
8.5 Infinite Horizon Problem

For continuous processes operating over a long time period it would be interesting to solve the following infinite horizon problem.

\[
J^*_\infty(x(0)) = \min_{u_0, u_1, \ldots} \sum_{k=0}^{\infty} x'_k Q x_k + u'_k R u_k. \tag{8.30}
\]

Since the prediction must be carried out to infinity, application of the batch method becomes impossible. On the other hand, derivation of the optimal feedback law via dynamic programming remains viable. We can initialize the RDE (8.24)

\[
P_k = A' P_{k+1} A + Q - A' P_{k+1} B (B' P_{k+1} B + R)^{-1} B' P_{k+1} A \tag{8.31}
\]

with the terminal cost matrix \( P_0 = Q \) and solve it backwards for \( k \to -\infty \). Let us assume for the moment that the iterations converge to a solution \( P_\infty \). Such \( P_\infty \) would then satisfy the Algebraic Riccati Equation (ARE)

\[
P_\infty = A' P_\infty A + Q - A' P_\infty B (B' P_\infty B + R)^{-1} B' P_\infty A. \tag{8.32}
\]

Then the optimal feedback control law is

\[
u^*(k) = -\begin{cases} (B' P_\infty B + R)^{-1} B' P_\infty A x(k), & k = 0, \ldots, \infty \end{cases} \tag{8.33}
\]

and the optimal infinite horizon cost is

\[
J^*_\infty(x(0)) = x(0)' P_\infty x(0). \tag{8.34}
\]

Controller (8.33) is referred to as the asymptotic form of the Linear Quadratic Regulator (LQR) or the \( \infty \)-horizon LQR.

Convergence of the RDE has been studied extensively. A nice summary of the various results can be found in Appendix E of the book by Goodwin and Sin [129]. Intuitively we expect that the system (8.3) must be controllable so that all states can be affected by the control and that the cost function should capture the behavior of all the states, e.g., that \( Q \succ 0 \). These conditions are indeed sufficient for the RDE to converge and to yield a stabilizing feedback control law. Less restrictive conditions are possible as stated in the following theorem.

**Theorem 8.1** [190, Theorem 2.4-2] If \( (A, B) \) is a stabilizable pair and \( (Q^{1/2}, A) \) is an observable pair, then the Riccati difference equation (8.31) with \( P_0 \succeq 0 \) converges to the unique positive definite solution \( P_\infty \) of the ARE (8.32) and all the eigenvalues of \( (A + BF_\infty) \) lie strictly inside the unit circle.

The first condition is clearly necessary for \( J^*_\infty \) (and \( P_\infty \)) to be finite. To understand the second condition, we write the state dependent term in the objective function as \( x' Q x = (x' Q^{1/2}) (Q^{1/2} x) \). Thus not the state but the “output” \( (Q^{1/2} x) \) is penalized in the objective. Therefore the second condition \( ((Q^{1/2}, A) \) observable) requires that this output captures all system modes. In this manner convergence of the output \( (Q^{1/2} x) \) implies convergence of the state to zero.
From Section 7.5.2 we know that the optimal infinite horizon cost (8.34) is a Lyapunov function for the system $x_{k+1} = Ax_k + Bu_k$ with $u_k = F_\infty x_k$ and satisfies

$$(A + BF_\infty)'P_\infty(A + BF_\infty) - P_\infty = Q + F_\infty'R_\infty F_\infty.$$

The reader can verify that substituting $F_\infty$ from (8.33) we recover the Riccati equation (8.32).
Chapter 9

Linear 1/∞ Norm Optimal Control

In this chapter we study the finite time and infinite time optimal control problem for unconstrained linear systems with convex piecewise linear objective functions. We derive the structure of the optimal control law by using two approaches: the Batch approach and the Dynamic Programming approach.

9.1 Problem Formulation

We consider a special case of the problem stated in Chapter 7, where the system is linear and time-invariant

\[ x(t + 1) = Ax(t) + Bu(t). \]  

Again, \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \) are the state and input vector respectively.

We define the following piecewise linear cost function over a finite horizon of \( N \) steps

\[ J_0(x_0, U_0) = \|Px_N\|_p + \sum_{k=0}^{N-1} \|Qx_k\|_p + \|Ru_k\|_p \]  

with \( p = 1 \) or \( p = \infty \) and where \( x_k \) denotes the state vector at time \( k \) obtained by starting from the state \( x_0 = x(0) \) and applying to the system model

\[ x_{k+1} = Ax_k + Bu_k \]

the input sequence \( u_0, \ldots, u_{k-1} \). The weighting matrices in (9.2) could have an arbitrary number of rows. For simplicity of notation we will assume \( Q \in \mathbb{R}^{n \times n} \), \( R \in \mathbb{R}^{m \times m} \) and \( P \in \mathbb{R}^{r \times n} \). Consider the finite time optimal control problem

\[ J_0^*(x(0)) = \min_{x_0} J_0(x(0), U_0) \]

subj. to \( x_{k+1} = Ax_k + Bu_k, \ k = 0, 1, \ldots, N - 1 \)
In (9.4) \( U_0 = [u_0', \ldots, u_{N-1}'] \in \mathbb{R}^s \), \( s = mN \) is the decision vector containing all future inputs.

We will present two different approaches to solve problem (9.2)-(9.4), the batch approach and the recursive approach using dynamic programming. Unlike in the 2-norm case presented in the previous chapter, there does not exist a simple closed-form solution of problem (9.2)-(9.4). In this chapter we will show how to use multiparametric linear programming to compute the solution to problem (9.2)-(9.4). We will concentrate on the use of the \( \infty \)-norm, the results can be extended easily to cost functions based on the 1-norm or mixed \( 1/\infty \) norms.

### 9.2 Solution via Batch Approach

First we write the equality constraints (9.4) explicitly to express all future states \( x_1, x_2, \ldots \) as a function of the future inputs \( u_1, u_2, \ldots \) and then we eliminate all intermediate states by using

\[
x_k = A_k x_0 + \sum_{j=0}^{k-1} A^j B u_{k-1-j}
\]

so that all future states are explicit functions of the present state \( x(0) \) and the future inputs \( u_0, u_1, u_2, \ldots \) only.

The optimal control problem (9.4) with \( p = \infty \) can be rewritten as a linear program by using the following standard approach (see e.g. [79]). The sum of components of any vector \( \{\varepsilon_0^x, \ldots, \varepsilon_N^x, \varepsilon_0^u, \ldots, \varepsilon_{N-1}^u\} \) that satisfies

\[
\begin{align*}
-1_n \varepsilon_k^x & \leq Q x_k, \quad k = 0, 1, \ldots, N - 1 \\
-1_n \varepsilon_k^x & \leq -Q x_k, \quad k = 0, 1, \ldots, N - 1 \\
-1_m \varepsilon_N^x & \leq P x_N, \\
-1_m \varepsilon_N^x & \leq -P x_N, \\
-1_m \varepsilon_k^u & \leq R u_k, \quad k = 0, 1, \ldots, N - 1 \\
-1_m \varepsilon_k^u & \leq -R u_k, \quad k = 0, 1, \ldots, N - 1
\end{align*}
\]

forms an upper bound on \( J_0(x(0), U_0) \), where \( \mathbf{1}_k = [1_{k-1}]' \), and the inequalities (9.6) hold componentwise. It is easy to prove that the vector \( z_0 = \{\varepsilon_0^x, \ldots, \varepsilon_N^x, \varepsilon_0^u, \ldots, \varepsilon_{N-1}^u, u_0, \ldots, u_{N-1}'\} \in \mathbb{R}^s \), \( s = (m+2)N+1 \), that satisfies equations (9.6) and simultaneously minimizes \( J(z_0) = \varepsilon_0^x + \ldots + \varepsilon_N^x + \varepsilon_0^u + \ldots + \varepsilon_{N-1}^u \) also solves the original problem (9.4), i.e., the same optimum \( J_0^*(x(0)) \) is achieved [293, 79]. Therefore, problem (9.4) can be reformulated as the following
LP problem

\[
\begin{align*}
\min_{z_0} & \quad \varepsilon_0^T + \ldots + \varepsilon_N^T + \varepsilon_0^u + \ldots + \varepsilon_{N-1}^u \\
\text{subj. to} & \quad -1_n \varepsilon_k^T \leq \pm Q \left[ A^k x_0 + \sum_{j=0}^{k-1} A^j B u_{k-1-j} \right] \\
& \quad -1_r \varepsilon_k^u \leq \pm P \left[ A^N x_0 + \sum_{j=0}^{N-1} A^j B u_{N-1-j} \right] \\
& \quad -1_m \varepsilon_k^u \leq \pm R u_k \quad (9.7) \\
& \quad k = 0, \ldots, N-1 \\
& \quad x_0 = x(0),
\end{align*}
\]

where constraints (9.7b)–(9.7d) are componentwise, and \( \pm \) means that the constraint appears once with each sign, as in (9.6).

**Remark 9.1** The cost function (9.2) with \( p = \infty \) can be interpreted as a special case of a cost function with 1-norm over time and \( \infty \)-norm over space. For instance, the dual choice (\( \infty \)-norm over time and 1-norm over space) leads to the following cost function

\[
J_0(x(0), U_0) = \max_{k=0, \ldots, N} \{ \|Q x_k\|_1 + \|R u_k\|_1 \}. \quad (9.8)
\]

We remark that any combination of 1- and \( \infty \)-norms leads to a linear program. In general, \( \infty \)-norm over time could result in a poor closed-loop performance (only the largest state deviation and the largest input would be penalized over the prediction horizon), while 1-norm over space leads to an LP with a larger number of variables.

The results of this chapter hold for any combination of 1- and \( \infty \)-norms over time and space. Clearly the LP formulation will differ from the one in (9.7). For instance, the 1-norm in space requires the introduction of \( nN \) slack variables for the terms \( \|Q x_k\|_1, \varepsilon_{k,i} \geq \pm Q x_k \) \( k = 0, 2, \ldots, N-1, i = 1, 2, \ldots, n \), plus \( r \) slack variables for the terminal penalty \( \|P x_N\|_1, \varepsilon_{N,i} \geq \pm P x_N \) \( i = 1, 2, \ldots, r \), plus \( mN \) slack variables for the input terms \( \|R u_k\|_1, \varepsilon_{k,i}^u \geq \pm R u_k \) \( k = 0, 1, \ldots, N-1, i = 1, 2, \ldots, m \). Here we have used the notation \( M_i \) to denote the \( i \)-th row of matrix \( M \).

Problem (9.7) can be rewritten in the more compact form

\[
\begin{align*}
\min_{z_0} & \quad c_0^T z_0 \\
\text{subj. to} & \quad G z_0 \leq w + S x(0),
\end{align*}
\]
where \( c_0 \in \mathbb{R}^x \) and \( G_c \in \mathbb{R}^{q \times x} \), \( S_c \in \mathbb{R}^{q \times m} \) and \( w_c \in \mathbb{R}^q \) are

\[
\begin{align*}
\begin{bmatrix}
& & & & N+1 & N & mN \\
& -1_n & 0 & \cdots & 0 & 0 & \cdots & 0 \\
& -1_n & 0 & \cdots & 0 & 0 & \cdots & 0 \\
& 0 & -1_n & \cdots & 0 & 0 & \cdots & 0 \\
& 0 & -1_n & \cdots & 0 & 0 & \cdots & 0 \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & QA^{N-2}B & QA^{N-3}B & \cdots & 0 \\
& 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & PA^{N-1}B & PA^{N-2}B & \cdots & PB \\
& 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & -PA^{N-1}B & -PA^{N-2}B & \cdots & -PB \\
& 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & 0 & 0 & \cdots & R \\
& 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & -R & 0 & \cdots & 0 \\
& 0 & 0 & 0 & 0 & \cdots & \cdots & \cdots & 0 & 0 & \cdots & -R \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & 0 & \cdots & 0 \\
& \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & 0 & \cdots & 0 \\
\end{bmatrix} & \begin{bmatrix}
& & & & N & mN \\
0 & & & & 0 & \cdots & 0 \\
-1_n & 0 & \cdots & 0 & 0 & \cdots & 0 \\
0 & -1_n & \cdots & 0 & 0 & \cdots & 0 \\
0 & -1_n & \cdots & 0 & 0 & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & \cdots & 0 \\
\end{bmatrix}
\end{align*}
\]

Note that in (9.10) we include the zero vector \( w_c \) to make the notation consistent with the one used in Section 6.2.

By treating \( x(0) \) as a vector of parameters, the problem (9.9) becomes a multi-parametric linear program (mp-LP) that can be solved as described in Section 6.2. Once the multi-parametric problem (9.7) has been solved, the explicit solution \( z_0(x(0)) \) of (9.9) is available as a piecewise affine function of \( x(0) \), and the optimal control law \( U_0^* \) is also available explicitly, as the optimal input \( U_0^* \) consists simply of the last part of \( z_0^*(x(0)) \)

\[
U_0^*(x(0)) = [0 \ldots 0 I_m I_m \ldots I_m] z_0^*(x(0)).
\]

Theorem 6.5 states that there exists a continuous and PPWA solution \( z_0^*(x) \) of the mp-LP problem (9.9). Clearly the same properties are inherited by the controller. The following Corollaries of Theorem 6.5 summarize the analytical properties of the optimal control law and the value function.

**Corollary 9.1** There exists a control law \( U_0^* = \bar{f}_0(x(0)), \bar{f}_0 : \mathbb{R}^n \rightarrow \mathbb{R}^m \), obtained as a solution of the optimal control problem (9.2)-(9.4) with \( p = 1 \) or \( p = \infty \), which is continuous and PPWA

\[
\bar{f}_0(x) = \bar{F}_0^i x \quad \text{if} \quad x \in CR_0^i, \quad i = 1, \ldots, N_0^r,
\]

where the polyhedral sets \( CR_0^i = \{ H_0^i x \leq 0 \}, \quad i = 1, \ldots, N_0^r \), are a partition of \( \mathbb{R}^n \).

Note that in Corollary 9.1 the control law is linear (not affine) and the critical regions have a conic shape (\( CR_0^i = \{ H_0^i x \leq 0 \} \)). This can be proven immediately.
9.3 Solution via Recursive Approach

Alternatively we can use dynamic programming to solve the same problem in a recursive manner. We define the optimal cost $J^*_j(x_j)$ for the $N-j$ step problem starting from state $x_j$ by

$$J^*_j(x_j) = \min_{u_j, \ldots, u_{N-1}} \|Px_N\|_\infty + \sum_{k=j}^{N-1} \|Qx_k\|_\infty + \|Ru_k\|_\infty.$$  

According to the principle of optimality the optimal one step cost-to-go can be obtained from

$$J_{N-1}(x_{N-1}) = \min_{u_{N-1}} \|Px_N\|_\infty + \|Qx_{N-1}\|_\infty + \|Ru_{N-1}\|_\infty \quad (9.13)$$

$$x_N = Ax_{N-1} + Bu_{N-1}$$

$$P_N = P. \quad (9.14)$$

Substituting (9.14) into the objective function (9.13), we have

$$J_{N-1}(x_{N-1}) = \min_{u_{N-1}} \|P_N(Ax_{N-1} + Bu_{N-1})\|_\infty + \|Qx_{N-1}\|_\infty + \|Ru_{N-1}\|_\infty. \quad (9.15)$$

We find the optimum by solving the mp-LP

$$\begin{align*}
\min_{\varepsilon_{N-1}, \varepsilon_{N-1}^x, \varepsilon_{N-1}^u, u_{N-1}} & & \varepsilon_{N-1}^x + \varepsilon_{N-1}^x + \varepsilon_{N-1}^u \\
\text{subj. to} & & -1_{n}\varepsilon_{N-1}^x \leq \pm Qx_{N-1} \quad (9.16a) \\
& & -1_{r_N}\varepsilon_{N-1}^x \leq \pm P_N [Ax_{N-1} + Bu_{N-1}] \quad (9.16b) \\
& & -1_{m}\varepsilon_{N-1}^u \leq \pm Ru_{N-1}, \quad (9.16c)
\end{align*}$$

where $r_N$ is the number of rows of the matrix $P_N$. By Theorem 6.5, $J^*_N$ is a convex and piecewise affine function of $x_{N-1}$, the corresponding optimizer $u^*_N$...
is piecewise affine and continuous, and the feasible set $X_{N-1}$ is $\mathbb{R}^n$. We use the equivalence of representation between convex and PPWA functions and infinity norm (see Section 2.2.5) to write the one-step optimal cost-to-go as

$$J^*_N(x_{N-1}) = \|P_{N-1}x_{N-1}\|_\infty$$

(9.17)

with $P_{N-1}$ defined appropriately. At the next stage, consider the two-step problem from time $N-2$ forward:

$$J^*_{N-2}(x_{N-2}) = \min_{u_{N-2}} \|P_{N-1}x_{N-1}\|_\infty + \|Qx_{N-2}\|_\infty + \|Ru_{N-2}\|_\infty$$

(9.18)

$$x_{N-1} = Ax_{N-2} + Bu_{N-2}.$$  

(9.19)

We recognize that (9.18), (9.19) has the same form as (9.13), (9.14). Therefore we can compute the optimal solution again by solving the mp-LP

$$\min_{\varepsilon_{N-2}^x, \varepsilon_{N-1}^x, \varepsilon_{N-2}^u} \varepsilon_{N-2}^x + \varepsilon_{N-1}^x + \varepsilon_{N-2}^u$$

(9.20a)

subject to

$$-1_n \varepsilon_{N-2}^x \leq \pm Qx_{N-2}$$

(9.20b)

$$-1_r \varepsilon_{N-1}^x \leq \pm P_{N-1} [Ax_{N-2} + Bu_{N-2}]$$

(9.20c)

$$-1_m \varepsilon_{N-2}^u \leq \pm Ru_{N-2},$$

(9.20d)

where $r_{N-1}$ is the number of rows of the matrix $P_{N-1}$. The optimal two-step cost-to-go is

$$J^*_{N-2}(x_{N-2}) = \|P_{N-2}x_{N-2}\|_\infty,$$

(9.21)

Continuing in this manner, at some arbitrary time $k$ the optimal control action is

$$u^*(k) = f_k(x(k)),$$

(9.22)

where $f_k(x)$ is continuous and PPWA

$$f_k(x) = F_k^i x \quad \text{if} \quad H_k^i x \leq 0, \ i = 1, \ldots, N_k^r,$$

(9.23)

where the polyhedral sets $\{H_k^i x \leq 0\}, \ i = 1, \ldots, N_k^r$, are a partition of $\mathbb{R}^n$. The optimal cost-to-go starting from the measured state $x(k)$ is

$$J^*_k(x(k)) = \|P_k x(k)\|_\infty.$$  

(9.24)

Here we have introduced the notation $P_k$ to express the optimal cost-to-go $J^*_k(x(k)) = \|P_k x(k)\|_\infty$ from time $k$ to the end of the horizon $N$. We also remark that the rows of $P_k$ correspond to the different affine functions constituting $J^*_k$ and thus their number varies with the time index $k$. Clearly, we do not have a closed form as for the 2-norm with the Riccati Difference Equation (8.24) linking cost and control law at time $k$ given their value at time $k - 1$.  

9.4 Comparison Of The Two Approaches

We will compare the batch and the recursive dynamic programming approach in terms of the results and the methods used to obtain the results. Most importantly we observe that the results obtained by the two methods are fundamentally different. The batch approach yields a formula for the sequence of inputs as a function of the initial state.

\[ U_i^* = \bar{F}_i^t x(0) \quad \text{if} \quad \bar{H}_i^t x(0) \leq 0, \quad i = 1, \ldots, \bar{N}_0^r. \] (9.25)

The recursive dynamic programming approach yields a feedback policy, i.e., a sequence of feedback laws expressing at each time step the control action as a function of the state at that time.

\[ u^*(k) = F_k^j x(k) \quad \text{if} \quad H_k^j x(k) \leq 0, \quad i = 1, \ldots, N_k^r \quad \text{for} \quad k = 0, \ldots, N - 1. \] (9.26)

As this expression implies, we determine \( u(k) \) at each time \( k \) as a function of the current state \( x(k) \) rather than use a \( u(k) \) precomputed at \( k = 0 \) as in the batch method. If the state evolves exactly according to the linear model (9.3) then the sequence of control actions \( u(k) \) obtained from the two approaches is identical. In practice, the result of applying the sequence (9.25) in an open-loop fashion may be rather different from applying the time-varying feedback law (9.26) because the model (9.3) for predicting the system states may be inaccurate and the system may be subject to disturbances not included in the model. We expect the application of the feedback law to be more robust because at each time step the observed state \( x(k) \) is used to determine the control action rather than the state \( x_k \) predicted at time \( t = 0 \).

We note that we can get the same feedback effect with the batch approach if we recalculate the optimal open-loop sequence at each time step \( j \) with the current measurement as initial condition. In this case we need to solve the following optimization problem

\[ J_*^j(x(j)) = \min_{u_j, \ldots, u_{N-1}} \|P x_N\|_\infty + \sum_{k=j}^{N-1} \|Q x_k\|_\infty + \|R u_k\|_\infty \quad \text{subj. to} \quad x_j = x(j), \] (9.27)

where we note that the horizon length is shrinking at each time step.

As seen from (9.25) the solution to (9.27) relates the sequence of inputs \( u_j^*, u_{j+1}^*, \ldots \) to the state \( x(j) \) through a linear expression. The first part of this expression yields again the optimal feedback law (9.26) at time \( j \), \( u^*(j) = f_j(x(j)) \).

Here the dynamic programming approach is clearly a more efficient way to generate the feedback policy because it requires the solution of a small mp-LP problem (9.7) for each time step. Repeated application of the batch approach, on the other hand, requires repeatedly the solution of a larger mp-LP for each time step.
9.5 Infinite Horizon Problem

For continuous processes operating over a long time period it would be interesting to solve the following infinite horizon problem.

\[
J^*_\infty(x(0)) = \min_{u(0), u(1), \ldots} \sum_{k=0}^{\infty} \|Q x_k\|_\infty + \|R u_k\|_\infty. \tag{9.28}
\]

Since the prediction must be carried out to infinity, application of the batch method becomes impossible. On the other hand, derivation of the optimal feedback law via dynamic programming remains viable. We can use the dynamic programming formulation

\[
\|P_j x_j\|_\infty = \min_{u_j} \|P_{j+1} x_{j+1}\|_\infty + \|Q x_j\|_\infty + \|R u_j\|_\infty \tag{9.29}
\]

\[x_{j+1} = Ax_j + Bu_j \tag{9.30}\]

with the terminal cost matrix \(P_0 = Q\) and solve it backwards for \(k \to -\infty\). Let us assume for the moment that the iterations converge to a solution \(P_\infty\) in a finite number of iterations. Then the optimal feedback control law is time-invariant and piecewise linear

\[u^*(k) = F^i x(k) \quad \text{if} \quad H^i x \leq 0, \quad i = 1, \ldots, N^r \tag{9.31}\]

and the optimal infinite horizon cost is

\[J^*_\infty(x(0)) = \|P_\infty x(0)\|_\infty. \tag{9.32}\]

In general, the infinite time optimal cost \(J^*_\infty(x(0))\) and the optimal feedback control law are not necessarily piecewise linear (with a finite number of regions). Convergence of the recursive scheme (9.29) has been studied in detail in [87]. If this recursive scheme converges and \(Q\) and \(R\) are of full column rank, then the resulting control law (9.31) stabilizes the system (see Section 7.4).

Example 9.1 Consider the double integrator system

\[
\begin{align*}
x(t+1) &= \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) \tag{9.33}
\end{align*}
\]

The aim is to compute the infinite horizon optimal controller that solves the optimization problem (9.28) with \(Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}\) and \(R = 20\).

The dynamic programming iteration (9.29) converges after 18 iterations to the fol-
lowing optimal solution:

\[
\begin{align*}
\{ & [9.44, 29.44] x \text{ if } [\begin{array}{c}
\frac{-0.10}{0.71} \\
\frac{-1.00}{0.71}
\end{array}] x \leq [0] \text{ (Region #1)} \\
& [9.00, 25.00] x \text{ if } [\begin{array}{c}
\frac{0.10}{0.71} \\
\frac{1.00}{0.71}
\end{array}] x \leq [0] \text{ (Region #2)} \\
& [-1.00, 19.00] x \text{ if } [\begin{array}{c}
\frac{-0.45}{0.71} \\
\frac{-0.89}{0.71}
\end{array}] x \leq [0] \text{ (Region #3)} \\
& [8.00, 16.00] x \text{ if } [\begin{array}{c}
\frac{0.11}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #4)} \\
& [-2.00, 17.00] x \text{ if } [\begin{array}{c}
\frac{-0.32}{0.45} \\
\frac{-0.95}{0.89}
\end{array}] x \leq [0] \text{ (Region #5)} \\
& [7.00, 8.00] x \text{ if } [\begin{array}{c}
\frac{0.12}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #6)} \\
& [-3.00, 14.00] x \text{ if } [\begin{array}{c}
\frac{0.32}{0.45} \\
\frac{0.95}{0.89}
\end{array}] x \leq [0] \text{ (Region #7)} \\
& [6.00, 1.00] x \text{ if } [\begin{array}{c}
\frac{0.14}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #8)} \\
& [-4.00, 10.00] x \text{ if } [\begin{array}{c}
\frac{0.24}{0.71} \\
\frac{0.97}{0.89}
\end{array}] x \leq [0] \text{ (Region #9)} \\
& [5.00, -5.00] x \text{ if } [\begin{array}{c}
\frac{0.16}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #10)} \\
& [-5.00, 5.00] x \text{ if } [\begin{array}{c}
\frac{0.20}{0.71} \\
\frac{0.98}{0.71}
\end{array}] x \leq [0] \text{ (Region #11)} \\
& [4.00, -10.00] x \text{ if } [\begin{array}{c}
\frac{0.20}{0.71} \\
\frac{0.98}{0.71}
\end{array}] x \leq [0] \text{ (Region #12)} \\
& [-6.00, -1.00] x \text{ if } [\begin{array}{c}
\frac{0.16}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #13)} \\
& [3.00, -14.00] x \text{ if } [\begin{array}{c}
\frac{0.24}{0.71} \\
\frac{0.97}{0.89}
\end{array}] x \leq [0] \text{ (Region #14)} \\
& [-7.00, -8.00] x \text{ if } [\begin{array}{c}
\frac{0.14}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #15)} \\
& [2.00, -17.00] x \text{ if } [\begin{array}{c}
\frac{0.32}{0.71} \\
\frac{0.95}{0.89}
\end{array}] x \leq [0] \text{ (Region #16)} \\
& [-8.00, -16.00] x \text{ if } [\begin{array}{c}
\frac{0.12}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #17)} \\
& [1.00, -19.00] x \text{ if } [\begin{array}{c}
\frac{0.45}{0.71} \\
\frac{0.89}{0.71}
\end{array}] x \leq [0] \text{ (Region #18)} \\
& [-9.00, -25.00] x \text{ if } [\begin{array}{c}
\frac{0.11}{0.71} \\
\frac{0.99}{0.71}
\end{array}] x \leq [0] \text{ (Region #19)} \\
& [-9.44, -29.44] x \text{ if } [\begin{array}{c}
\frac{0.10}{0.71} \\
\frac{1.00}{0.71}
\end{array}] x \leq [0] \text{ (Region #20)}
\end{align*}
\]
with $P_\infty$ equal to

$$
\begin{bmatrix}
9.44 & 29.44 \\
9.00 & 25.00 \\
-1.00 & 19.00 \\
8.00 & 16.00 \\
-2.00 & 17.00 \\
7.00 & 8.00 \\
-3.00 & 14.00 \\
6.00 & 1.00 \\
-4.00 & 10.00 \\
5.00 & -5.00 \\
-5.00 & 5.00 \\
4.00 & -10.00 \\
-6.00 & -1.00 \\
3.00 & -14.00 \\
-7.00 & -8.00 \\
2.00 & -17.00 \\
-8.00 & -16.00 \\
1.00 & -19.00 \\
-9.00 & -25.00 \\
-9.44 & -29.44 \\
\end{bmatrix}
$$

(9.34)

Note that $P_\infty$ in (9.34) has 20 rows corresponding to the 20 linear terms (or pieces) of the piecewise linear value function $J_\infty^*(x) = \|P_\infty x\|_\infty$ for $x \in \mathbb{R}^2$. For instance, $J_\infty^*(x)$ in region 1 is $J_\infty^*(x) = 9.44x_1 + 29.44x_2$, where $x_1$ and $x_2$ denote the first and second component of the state vector $x$, respectively. Note that each linear term appears twice, with positive and negative sign. Therefore $J_\infty^*(x)$ can be written in minimal form as the infinity norm of a matrix $\|\tilde{P}_\infty x\|_\infty$ with $\tilde{P}_\infty$ being a matrix with ten rows. The value function $J_\infty^*(x) = \|P_\infty x\|_\infty$ is plotted in Figure 9.1.

![Figure 9.1](image-url)  

**Figure 9.1** Example 9.1. $\infty$-norm objective function, $\infty$-horizon controller. Piecewise linear optimal cost (value function) and corresponding polyhedral partition.
Part IV

Constrained Optimal Control of Linear Systems
Chapter 10

Controllability, Reachability and Invariance

This chapter is a self-contained introduction to controllability, reachability and invariant set theory. \(N\)-steps reachable sets are defined for autonomous systems. They represent the set of states which a system can evolve to after \(N\) steps. \(N\)-steps controllable sets are defined for systems with inputs. They represent the set of states which a system can be steered to after \(N\) steps.

Invariant sets are the infinite time versions of \(N\)-steps controllable and reachable sets. \textit{Invariant sets} are computed for autonomous systems. These types of sets are useful to answer questions such as: “For a given feedback controller \(u = k(x)\), find the set of states whose trajectory will never violate the system constraints”.

\textit{Control invariant sets} are defined for systems subject to external inputs. These types of sets are useful to answer questions such as: “Find the set of states for which there exists a controller such that the system constraints are never violated”.

This chapter focuses on computational tools for constrained linear systems and constrained linear systems subject to additive and parametric uncertainty. A thorough presentation of the basic notions and algorithms presented in this chapter can be found in the book by Blanchini and Miani [59].

10.1 Controllable and Reachable Sets

In this section we deal with two types of systems, namely, autonomous systems:

\[
x(t + 1) = g_a(x(t)),
\]

and systems subject to external inputs:

\[
x(t + 1) = g(x(t), u(t)).
\]

Both systems are subject to state and input constraints

\[
x(t) \in \mathcal{X}, \ u(t) \in \mathcal{U}, \ \forall \ t \geq 0.
\]
The sets $\mathcal{X}$ and $\mathcal{U}$ are polyhedra.

**Definition 10.1** For the autonomous system (10.1) we denote the precursor set to the set $\mathcal{S}$ as

$$\text{Pre}(\mathcal{S}) = \{x \in \mathbb{R}^n : \exists u \in \mathcal{U} \text{ s.t. } g(x, u) \in \mathcal{S}\}.$$  \hspace{1cm} (10.4)

$\text{Pre}(\mathcal{S})$ is the set of states which evolve into the target set $\mathcal{S}$ in one time step.

**Definition 10.2** For the system (10.2) we denote the precursor set to the set $\mathcal{S}$ as

$$\text{Pre}(\mathcal{S}) = \{x \in \mathbb{R}^n : \exists u \in \mathcal{U} \text{ s.t. } g(x, u) \in \mathcal{S}\}.$$  \hspace{1cm} (10.5)

For a system with inputs, $\text{Pre}(\mathcal{S})$ is the set of states which can be driven into the target set $\mathcal{S}$ in one time step while satisfying input and state constraints.

**Definition 10.3** For the autonomous system (10.1) we denote the successor set from the set $\mathcal{S}$ as

$$\text{Suc}(\mathcal{S}) = \{x \in \mathbb{R}^n : \exists x(0) \in \mathcal{S} \text{ s.t. } x = g_a(x(0))\}.$$ \hspace{1cm} (10.6)

**Definition 10.4** For the system (10.2) with inputs we will denote the successor set from the set $\mathcal{S}$ as

$$\text{Suc}(\mathcal{S}) = \{x \in \mathbb{R}^n : \exists x(0) \in \mathcal{S}, \exists u(0) \in \mathcal{U} \text{ s.t. } x = g(x(0), u(0))\}.$$ \hspace{1cm} (10.7)

Therefore, all the states contained in $\mathcal{S}$ are mapped into the set $\text{Suc}(\mathcal{S})$ under the map $g_a$ or under the map $g$ for some input $u \in \mathcal{U}$.

**Remark 10.1** The sets $\text{Pre}(\mathcal{S})$ and $\text{Suc}(\mathcal{S})$ are also denoted as ‘one-step backward-reachable set’ and ‘one-step forward-reachable set’, respectively, in the literature.

$N$-step controllable and reachable sets are defined by iterating $\text{Pre}(\cdot)$ and $\text{Suc}(\cdot)$ computations, respectively.

**Definition 10.5** ($N$-Step Controllable Set $\mathcal{K}_N(\mathcal{S})$) For a given target set $\mathcal{S} \subseteq \mathcal{X}$, the $N$-step controllable set $\mathcal{K}_N(\mathcal{S})$ of the system (10.1) or (10.2) subject to the constraints (10.3) is defined recursively as:

$$\mathcal{K}_j(\mathcal{S}) = \text{Pre}(\mathcal{K}_{j-1}(\mathcal{S})) \cap \mathcal{X}, \quad \mathcal{K}_0(\mathcal{S}) = \mathcal{S}, \quad j \in \{1, \ldots, N\}$$ \hspace{1cm} (10.6)

From Definition 10.5, all states $x_0$ of the system (10.1) belonging to the $N$-Step Controllable Set $\mathcal{K}_N(\mathcal{S})$ will evolve to the target set $\mathcal{S}$ in $N$ steps, while satisfying state constraints.

Also, all states $x_0$ of the system (10.2) belonging to the $N$-Step Controllable Set $\mathcal{K}_N(\mathcal{S})$ can be driven, by a suitable control sequence, to the target set $\mathcal{S}$ in $N$ steps, while satisfying input and state constraints.
10.1 Controllable and Reachable Sets

Definition 10.6 (N-Step Reachable Set \( R_N(X_0) \)) For a given initial set \( X_0 \subseteq \mathcal{X} \), the N-step reachable set \( R_N(X_0) \) of the system (10.1) or (10.2) subject to the constraints (10.3) is defined as:

\[
R_{i+1}(X_0) = \text{Suc}(R_i(X_0)) \cap \mathcal{X}, \quad R_0(X_0) = X_0, \quad i = 0, \ldots, N - 1
\] (10.7)

From Definition 10.6, all states \( x_0 \) belonging to \( X_0 \) will evolve to the \( N \)-step reachable set \( R_N(X_0) \) in \( N \) steps.

10.1.1 Computation of Controllable and Reachable Sets

Next we will show through simple examples the main steps involved in the computation of controllable and reachable sets for constrained linear systems. Later in this section we will provide compact formulas based on polyhedral operations.

Example 10.1 Consider the second order autonomous stable system

\[
x(t + 1) = Ax(t) = \begin{bmatrix} 0.5 & 0 \\ 1 & -0.5 \end{bmatrix} x(t)
\] (10.8)

subject to the state constraints

\[
x(t) \in \mathcal{X} = \left\{ x : \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix}, \forall t \geq 0 \right\}.
\] (10.9)

The set \( \text{Pre}(\mathcal{X}) \) can be obtained as follows: Since the set \( \mathcal{X} \) is a polytope, it can be represented as a \( H \)-polytope (Section 4.2)

\[
\mathcal{X} = \{ x : Hx \leq h \},
\] (10.10)

where

\[
H = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ -1 & 0 \\ 0 & -1 \end{bmatrix} \quad \text{and} \quad h = \begin{bmatrix} 10 \\ 10 \\ 10 \\ 10 \end{bmatrix}.
\]

By using this \( H \)-presentation and the system equation (10.8), the set \( \text{Pre}(\mathcal{X}) \) can be derived:

\[
\text{Pre}(\mathcal{X}) = \{ x : Hg_a(x) \leq h \} = \{ x : HAx \leq h \}.
\] (10.11)

(10.12)

The set (10.12) may contain redundant inequalities which can be removed by using Algorithm 4.1 in Section 4.4.1 to obtain its minimal representation. Note that by using the notation in Section 4.4.11, the set \( \text{Pre}(\mathcal{X}) \) in (10.12) is simply \( \mathcal{X} \circ A \).

The set \( \text{Pre}(\mathcal{X}) \) is

\[
\text{Pre}(\mathcal{X}) = \left\{ x : \begin{bmatrix} 1 & 0 \\ 1 & -0.5 \\ -1 & 0 \\ -1 & -0.5 \end{bmatrix} x \leq \begin{bmatrix} 20 \\ 10 \\ 10 \\ 20 \\ 10 \end{bmatrix} \right\}.
\]
The one-step controllable set to $\mathcal{X}$, $K_1(\mathcal{X}) = \text{Pre}(\mathcal{X}) \cap \mathcal{X}$ is

$$\text{Pre}(\mathcal{X}) \cap \mathcal{X} = \left\{ x : \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ -1 & 0 \\ 0 & -1 \\ 1 & -0.5 \\ -1 & 0.5 \end{bmatrix} x \leq \begin{bmatrix} 10 \\ 10 \\ 10 \\ 10 \\ 10 \\ 10 \end{bmatrix} \right\}$$

and it is depicted in Fig. 10.1.

![Figure 10.1 Example 10.1. One-step controllable set Pre(\mathcal{X}) \cap \mathcal{X} for system (10.8) under constraints (10.9).](image)

The set $\text{Suc}(\mathcal{X})$ is obtained by applying the map $A$ to the set $\mathcal{X}$. Let us write $\mathcal{X}$ in $\mathcal{V}$-representation (see Section 4.1)

$$\mathcal{X} = \text{conv}(V),$$

and let us map the set of vertices $V$ through the transformation $A$. Because the transformation is linear, the successor set is simply the convex hull of the transformed vertices

$$\text{Suc}(\mathcal{X}) = A \circ \mathcal{X} = \text{conv}(AV).$$

We refer the reader to Section 4.4.11 for a detailed discussion on linear transformations of polyhedra.

The set $\text{Suc}(\mathcal{X})$ in $\mathcal{H}$-representation is

$$\text{Suc}(\mathcal{X}) = \left\{ x : \begin{bmatrix} 1 & 0 \\ -1 & 0 \\ 1 & -0.5 \\ -1 & 0.5 \end{bmatrix} x \leq \begin{bmatrix} 5 \\ 5 \\ 2.5 \\ 2.5 \end{bmatrix} \right\}$$

and is depicted in Fig. 10.2.

**Example 10.2** Consider the second order unstable system

$$x(t + 1) = Ax + Bu = \begin{bmatrix} 1.5 & 0 \\ 1 & -1.5 \end{bmatrix} x(t) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(t)$$

(10.15)
subject to the input and state constraints
\[ u(t) \in U = \{ u : -5 \leq u \leq 5 \}, \forall t \geq 0 \quad (10.16a) \]
\[ x(t) \in X = \{ x : \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix} \}, \forall t \geq 0. \quad (10.16b) \]

For the non-autonomous system (10.15), the set Pre\( (X) \) can be computed using the \( \mathcal{H} \)-representation of \( X \) and \( U \),
\[ X = \{ x : Hx \leq h \}, \quad U = \{ u : H_u u \leq h_u \}, \quad (10.17) \]
to obtain
\[ \text{Pre}(X) = \{ x : \exists u \in U \text{ s.t. } g(x, u) \in X, \} \quad (10.18) \]
\[ = \left\{ \begin{array}{c} x \in \mathbb{R}^2 : \exists u \in \mathbb{R} \text{ s.t. } \begin{bmatrix} H & H_B \\ 0 & H_u \end{bmatrix} \begin{bmatrix} x \\ u \end{bmatrix} \leq \begin{bmatrix} h \\ h_u \end{bmatrix} \end{array} \right\}. \quad (10.19) \]

The half-spaces in (10.19) define a polytope in the state-input space, and a projection operation (see Section 4.4.6) is used to derive the half-spaces which define Pre\( (X) \) in the state space. The one-step controllable set Pre\( (X) \cap X \)
\[
\begin{bmatrix}
1 & 0 \\
0 & 1 \\
-1 & 0 \\
0 & -1 \\
1 & -1.5 \\
-1 & 1.5
\end{bmatrix}
\begin{bmatrix}
x \leq \\
10 \\
10 \\
10 \\
10 \\
10
\end{bmatrix}
\]
is depicted in Fig. 10.3.

Note that by using the definition of the Minkowski sum given in Section 4.4.9 and the affine operation on polyhedra in Section 4.4.11 we can write the operations in (10.19) compactly as follows:
\[ \text{Pre}(X) = \{ x : \exists u \in U \text{ s.t. } Ax + Bu \in X, \} \]
\[ \{ x : y = Ax + Bu, y \in X, u \in U \} \]
\[ \{ x : Ax = y + (-Bu), y \in X, u \in U \} \]
\[ \{ x : Ax \in \mathcal{C}, \mathcal{C} = X \oplus (-B) \circ U \} \]
\[ \{ x : x \in \mathcal{C} \circ A, \mathcal{C} = X \oplus (-B) \circ U \} \]
\[ \{ x : x \in (X \oplus (-B) \circ U) \circ A \}. \quad (10.20) \]
The set $\text{Suc}(\mathcal{X}) = \{Ax + Bu \in \mathbb{R}^2 : x \in \mathcal{X}, u \in U\}$ is obtained by applying the map $A$ to the set $\mathcal{X}$ and then considering the effect of the input $u \in U$. As shown before, $A \circ \mathcal{X} = \text{conv}(AV)$ (10.21) and therefore

$$\text{Suc}(\mathcal{X}) = \{y + Bu : y \in A \circ \mathcal{X}, u \in U\}.$$  

We can use the definition of the Minkowski sum given in Section 4.4.9 and rewrite the set $\text{Suc}(\mathcal{X})$ as

$$\text{Suc}(\mathcal{X}) = (A \circ \mathcal{X}) \oplus (B \circ U).$$

We can compute the Minkowski sum via projection or vertex enumeration as explained in Section 4.4.9 and obtain the set $\text{Suc}(\mathcal{X})$ in $\mathcal{H}$-representation

$$\text{Suc}(\mathcal{X}) = \begin{cases} x : \begin{bmatrix} 1 & 0 \\ -1 & 0 \\ 0 & 1 \\ 0 & -1 \\ 1 & -1.5 \\ -1 & 1.5 \end{bmatrix} x \leq \begin{bmatrix} 20 \\ 20 \\ 25 \\ 25 \\ 27.5 \\ 27.5 \end{bmatrix}, \end{cases}$$

which is depicted in Fig. 10.4.

In summary, the sets $\text{Pre}(\mathcal{X})$ and $\text{Suc}(\mathcal{X})$ are the results of linear operations on the polyhedra $\mathcal{X}$ and $U$ and therefore are polyhedra. By using the definition of the Minkowski sum given in Section 4.4.9 and of affine operation on polyhedra in Section 4.4.11 we can compactly summarize the Pre and Suc operations on linear systems in Table 10.1.

The $N$-step controllable set $\mathcal{K}_N(S)$ and the $N$-step reachable set $\mathcal{R}_N(X_0)$ can be computed by using their recursive formulas (10.6), (10.7) and computing the Pre and Suc operations as in Table 10.1.

**Example 10.3** Consider the second order unstable system (10.15) subject to the input and state constraints (10.16). Consider the target set

$$S = \left\{ x : \begin{bmatrix} -1 \\ -1 \end{bmatrix} \leq x \leq \begin{bmatrix} 1 \\ 1 \end{bmatrix} \right\}.$$
10.1 Controllable and Reachable Sets

10.1.1 Successor and Predecessor Sets

\begin{equation}
\begin{align*}
x(t + 1) &= Ax(t) \\
x(t + 1) &= Ax(t) + Bu(t)
\end{align*}
\end{equation}

\begin{tabular}{|c|c|}
\hline
 & \(x(t + 1) = Ax(t)\) \(x(t + 1) = Ax(t) + Bu(t)\) \\
\hline
Pre(\(\mathcal{X}\)) & \(\mathcal{X} \odot A\) \((\mathcal{X} \oplus (-B \circ U)) \odot A\) \\
 Suc(\(\mathcal{X}\)) & \(A \odot \mathcal{X}\) \((A \odot \mathcal{X}) \oplus (B \circ U)\) \\
\hline
\end{tabular}

**Table 10.1** Pre and Suc operations for linear systems subject to polyhedral state and input constraints \(x(t) \in \mathcal{X}, u(t) \in U\)

The \(N\)-step controllable set \(\mathcal{K}_N(S)\) of the system (10.15) subject to the constraints (10.16) can be computed by using the recursive formula (10.6)

\[
\mathcal{K}_j(S) = \text{Pre}(\mathcal{K}_{j-1}(S)) \cap \mathcal{X}, \quad \mathcal{K}_0(S) = S, \quad j = 1, \ldots, N
\]

and the steps described in Example 10.2 to compute the Pre(\(\cdot\)) set.

The sets \(\mathcal{K}_j(S)\) for \(j = 1, 2, 3, 4\) are depicted in Fig. 10.5.

**Figure 10.5** Example 10.3. Controllable sets \(\mathcal{K}_j(S)\) for system (10.15) under constraints (10.16) for \(j = 1, 2, 3, 4\). Note that the sets are shifted along the \(x\)-axis for a clearer visualization.

**Example 10.4** Consider the second order unstable system (10.15) subject to the input and state constraints (10.16). Consider the initial set

\[
\mathcal{X}_0 = \left\{ x : \begin{bmatrix} -1 \\ -1 \end{bmatrix} \leq x \leq \begin{bmatrix} 1 \\ 1 \end{bmatrix} \right\}.
\]
The $N$-step reachable set $\mathcal{R}_N(\mathcal{X}_0)$ of the system (10.15) subject to the constraints (10.16) can be computed by using the recursively formula (10.7)
\[
\mathcal{R}_{j+1}(\mathcal{X}_0) = \text{Suc}(\mathcal{R}_j(\mathcal{X}_0)) \cap \mathcal{X}, \quad \mathcal{R}_0(\mathcal{X}_0) = \mathcal{X}_0, \quad j = 0, \ldots, N - 1
\]
and the steps described in Example 10.2 to compute the Suc(·) set.

The sets $\mathcal{R}_j(\mathcal{X}_0)$ for $j = 1, 2, 3, 4$ are depicted in Fig. 10.6. The sets are shifted along the $x$-axis for a clearer visualization.

Figure 10.6 Example 10.3. Reachable sets $\mathcal{R}_j(\mathcal{X}_0)$ for system (10.15) under constraints (10.16) for $j = 1, 2, 3, 4$.

### 10.2 Invariant Sets

Consider the constrained autonomous system (10.1) and the constrained system subject to external inputs (10.2) defined in Section 10.1.

Two different types of sets are considered in this section: invariant sets and control invariant sets. We will first discuss invariant sets.

#### Positive Invariant Sets

Invariant sets are used for characterizing the behavior of autonomous systems. These types of sets are useful to answer questions such as: “For a given feedback controller $u = f(x)$, find the set of initial states whose trajectory will never violate the system constraints”. The following definitions, derived from [172, 58, 54, 49, 179, 137, 139, 140], introduce the different types of invariant sets.

**Definition 10.7 (Positive Invariant Set)** A set $\mathcal{O} \subseteq \mathcal{X}$ is said to be a positive invariant set for the autonomous system (10.1) subject to the constraints in (10.3), if
\[
x(0) \in \mathcal{O} \quad \Rightarrow \quad x(t) \in \mathcal{O}, \quad \forall t \in \mathbb{N}_+.
\]
10.2 Invariant Sets

Definition 10.8 (Maximal Positive Invariant Set $\mathcal{O}_\infty$) The set $\mathcal{O}_\infty \subseteq \mathcal{X}$ is the maximal invariant set of the autonomous system (10.1) subject to the constraints in (10.3) if $\mathcal{O}_\infty$ is invariant and $\mathcal{O}_\infty$ contains all the invariant sets contained in $\mathcal{X}$.

Remark 10.2 The maximal invariant sets defined here are often referred to as ‘maximal admissible sets’ or ‘maximal output admissible sets’ in the literature (e.g., [124]), depending on whether the system state or output is constrained.

Remark 10.3 Note that, in general, the nonlinear system (10.1) may have multiple equilibrium points, and thus $\mathcal{O}_\infty$ might be the union of disconnected sets each containing an equilibrium point.

Theorem 10.1 (Geometric condition for invariance [100]) A set $\mathcal{O} \subseteq \mathcal{X}$ is a positive invariant set for the autonomous system (10.1) subject to the constraints in (10.3), if and only if

$$\mathcal{O} \subseteq \text{Pre}(\mathcal{O}).$$

(10.22)

Proof: We prove both the necessary and sufficient parts by contradiction. ($\Leftarrow$) If $\mathcal{O} \not\subseteq \text{Pre}(\mathcal{O})$ then $\exists \bar{x} \in \mathcal{O}$ such that $\bar{x} \notin \text{Pre}(\mathcal{O})$. From the definition of $\text{Pre}(\mathcal{O})$, $g_a(\bar{x}) \notin \mathcal{O}$ and thus $\mathcal{O}$ is not positive invariant. ($\Rightarrow$) If $\mathcal{O}$ is not a positive invariant set then $\exists \bar{x} \in \mathcal{O}$ such that $g_a(\bar{x}) \notin \mathcal{O}$. This implies that $\bar{x} \in \mathcal{O}$ and $\bar{x} \notin \text{Pre}(\mathcal{O})$ and thus $\mathcal{O} \not\subseteq \text{Pre}(\mathcal{O})$. $lacksquare$

It is immediate to prove that condition (10.22) of Theorem 10.1 is equivalent to the following condition

$$\text{Pre}(\mathcal{O}) \cap \mathcal{O} = \mathcal{O}.$$ 

(10.23)

Based on condition (10.23), the following algorithm provides a procedure for computing the maximal positive invariant subset $\mathcal{O}_\infty$ for system (10.1)-(10.3) [10, 49, 172, 124].

Algorithm 10.1 Computation of $\mathcal{O}_\infty$

Input: $g_a, \mathcal{X}$
Output: $\mathcal{O}_\infty$

\begin{equation*}
\Omega_0 \leftarrow \mathcal{X}, k \leftarrow -1
\end{equation*}

Repeat

\begin{equation*}
k \leftarrow k + 1
\Omega_{k+1} \leftarrow \text{Pre}(\Omega_k) \cap \Omega_k
\end{equation*}

Until $\Omega_{k+1} = \Omega_k$

$\mathcal{O}_\infty \leftarrow \Omega_k$

Algorithm 10.1 generates the set sequence $\{\Omega_k\}$ satisfying $\Omega_{k+1} \subseteq \Omega_k, \forall k \in \mathbb{N}$ and it terminates when $\Omega_{k+1} = \Omega_k$. If it terminates, then $\Omega_k$ is the maximal positive invariant set $\mathcal{O}_\infty$ for the system (10.1)-(10.3). If $\Omega_k = \emptyset$ for some integer $k$ then the simple conclusion is that $\mathcal{O}_\infty = \emptyset$. 

In general, Algorithm 10.1 may never terminate. If the algorithm does not terminate in a finite number of iterations, it can be proven that \[ O_\infty = \lim_{k \to +\infty} \Omega_k. \]

Conditions for finite time termination of Algorithm 10.1 can be found in [124]. A simple sufficient condition for finite time termination of Algorithm 10.1 requires the system \( g_a(x) \) to be linear and stable, and the constraint set \( \mathcal{X} \) to be bounded and to contain the origin.

**Example 10.5** Consider the second order stable system in Example 10.1. The maximal positive invariant set of system (10.8) subject to constraints (10.9)

\[
\begin{bmatrix}
1 & 0 \\
0 & 1 \\
-1 & 0 \\
0 & -1 \\
1 & -0.5 \\
-1 & 0.5
\end{bmatrix} x \leq
\begin{bmatrix}
10 \\
10 \\
10 \\
10 \\
10 \\
10
\end{bmatrix}
\]

is depicted in Fig. 10.7.

![Figure 10.7 Example 10.5. Maximal Positive Invariant Set of system (10.8) under constraints (10.9).](image)

Note from the previous discussion of the example and from Figure 10.1 that here the maximal positive invariant set \( O_\infty \) is obtained after a single step of Algorithm 10.1, i.e.

\[ O_\infty = \Omega_1 = \text{Pre}(\mathcal{X}) \cap \mathcal{X}. \]

**Control Invariant Sets**

Control invariant sets are defined for systems subject to external inputs. These types of sets are useful to answer questions such as: “Find the set of initial states for which there exists a controller such that the system constraints are never violated”.
The following definitions, adopted from [172, 58, 54, 49, 179], introduce the different types of control invariant sets.

**Definition 10.9 (Control Invariant Set)** A set $C \subseteq \mathcal{X}$ is said to be a control invariant set for the system (10.2) subject to the constraints in (10.3), if

$$x(t) \in C \Rightarrow \exists u(t) \in U \text{ such that } g(x(t), u(t)) \in C, \ \forall t \in \mathbb{N}_+.$$ 

**Definition 10.10 (Maximal Control Invariant Set $C_\infty$)** The set $C_\infty \subseteq \mathcal{X}$ is said to be the maximal control invariant set for the system (10.2) subject to the constraints in (10.3), if it is control invariant and contains all control invariant sets contained in $\mathcal{X}$.

**Remark 10.4** The geometric conditions for invariance (10.22), (10.23) hold for control invariant sets.

The following algorithm provides a procedure for computing the maximal control invariant set $C_\infty$ for system (10.2)-(10.3) [10, 49, 172, 124].

**Algorithm 10.2** Computation of $C_\infty$

**Input:** $g$, $\mathcal{X}$, $U$

**Output:** $C_\infty$

1. $\Omega_0 \leftarrow \mathcal{X}$, $k \leftarrow -1$
2. **Repeat**
   1. $k \leftarrow k + 1$
   2. $\Omega_{k+1} \leftarrow \text{Pre}(\Omega_k) \cap \Omega_k$
3. **Until** $\Omega_{k+1} = \Omega_k$
4. $C_\infty \leftarrow \Omega_{k+1}$

Algorithm 10.2 generates the set sequence $\{\Omega_k\}$ satisfying $\Omega_{k+1} \subseteq \Omega_k$, $\forall k \in \mathbb{N}$. Algorithm 10.2 terminates when $\Omega_{k+1} = \Omega_k$. If it terminates, then $\Omega_k$ is the maximal control invariant set $C_\infty$ for the system (10.2)-(10.3). In general, Algorithm 10.2 may never terminate [10, 49, 172, 164]. If the algorithm does not terminate in a finite number of iterations, in general, convergence to the maximal control invariant set is not guaranteed

$$C_\infty \neq \lim_{k \to +\infty} \Omega_k. \quad (10.24)$$

The work in [50] reports examples of nonlinear systems where (10.24) can be observed. A sufficient condition for the convergence of $\Omega_k$ to $C_\infty$ as $k \to +\infty$ requires the polyhedral sets $\mathcal{X}$ and $U$ to be bounded and the system $g(x, u)$ to be continuous [50].

**Example 10.6** Consider the second order unstable system in Example 10.2. Algorithm 10.2 is used to compute the maximal control invariant set of system (10.15)
subject to constraints \((10.16)\). Algorithm 10.2 terminates after 45 iterations and the maximal control invariant set \(C_{\infty}\) is:
\[
\begin{bmatrix}
0 & 1 \\
0 & -1 \\
0.55 & -0.83 \\
-0.55 & 0.83 \\
1 & 0 \\
-1 & 0
\end{bmatrix}\begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \leq \begin{bmatrix}
4 \\
4 \\
2.22 \\
2.22 \\
10 \\
10
\end{bmatrix}.
\]

The results of the iterations and \(C_{\infty}\) are depicted in Fig. 10.8.

![Figure 10.8 Example 10.6. Maximal Control Invariant Set of system (10.15) subject to constraints (10.16).](image)

**Definition 10.11 (Finitely determined set)** Consider Algorithm 10.1 (Algorithm 10.2). The set \(O_{\infty}\) (\(C_{\infty}\)) is finitely determined if and only if \(\exists i \in \mathbb{N}\) such that \(\Omega_{i+1} = \Omega_i\). The smallest element \(i \in \mathbb{N}\) such that \(\Omega_{i+1} = \Omega_i\) is called the determinedness index.

**Remark 10.5** From the results in Section 10.1.1, for linear system with linear constraints the sets \(O_{\infty}\) and \(C_{\infty}\) are polyhedra if they are finitely determined.

For all states contained in the maximal control invariant set \(C_{\infty}\) there exists a control law such that the system constraints are never violated. This does not imply that there exists a control law which can drive the state into a user-specified target set. This issue is addressed in the following by introducing the concepts of maximal controllable sets and stabilizable sets.

**Definition 10.12 (Maximal Controllable Set \(K_{\infty}(O)\))** For a given target set \(O \subseteq X\), the maximal controllable set \(K_{\infty}(O)\) for system (10.2) subject to the constraints in (10.3) is the union of all \(N\)-step controllable sets \(K_N(O)\) contained in \(X\) \((N \in \mathbb{N})\).

We will often deal with controllable sets \(K_N(O)\) where the target \(O\) is a control invariant set. They are special sets, since in addition to guaranteeing that from
\( K_N(\mathcal{O}) \) we reach \( \mathcal{O} \) in \( N \) steps, one can ensure that once it has reached \( \mathcal{O} \), the system can stay there at all future time instants.

**Definition 10.13** (\( N \)-step (Maximal) Stabilizable Set) For a given control invariant set \( \mathcal{O} \subseteq \mathcal{X} \), the \( N \)-step (maximal) stabilizable set of the system (10.2) subject to the constraints (10.3) is the \( N \)-step (maximal) controllable set \( K_N(\mathcal{O}) \) (\( K_\infty(\mathcal{O}) \)).

The set \( K_\infty(\mathcal{O}) \) contains all states which can be steered into the control invariant set \( \mathcal{O} \) and hence \( K_\infty(\mathcal{O}) \subseteq C_\infty \). The set \( K_\infty(\mathcal{O}) \subseteq C_\infty \) can be computed as follows [58, 50]:

```
Algorithm 10.3 Computation of \( K_\infty(\mathcal{O}) \)
Input: \( g, \mathcal{X}, U \)
Output: \( K_\infty(\mathcal{O}) \)

\[
K_0 \leftarrow \mathcal{O}, \text{ where } \mathcal{O} \text{ is a control invariant set}
\]
\[
c \leftarrow -1
\]
Repeat
\[
c \leftarrow c + 1
\]
\[
K_{c+1} \leftarrow \text{Pre}(K_c) \cap \mathcal{X}
\]
Until \( K_{c+1} = K_c \)
\[
K_\infty(\mathcal{O}) \leftarrow K_c
\]
```

Since \( \mathcal{O} \) is control invariant, it holds \( \forall c \in \mathbb{N} \) that \( K_c(\mathcal{O}) \) is control invariant and \( K_c \subseteq K_{c+1} \). Note that Algorithm 10.3 is not guaranteed to terminate in finite time.

**Remark 10.6** In general, the maximal stabilizable set \( K_\infty(\mathcal{O}) \) is not equal to the maximal control invariant set \( C_\infty \), even for linear systems. \( K_\infty(\mathcal{O}) \subseteq C_\infty \) for all control invariant sets \( \mathcal{O} \). The set \( C_\infty \setminus K_\infty(\mathcal{O}) \) includes all initial states from which it is not possible to steer the system to the stabilizable region \( K_\infty(\mathcal{O}) \) and hence \( \mathcal{O} \).

**Example 10.7** Consider the simple constrained one-dimensional system

\[
x(t+1) = 2x(t) + u(t)
\]
\[
|x(t)| \leq 1, \text{ and } |u(t)| \leq 1
\]

and the state feedback control law

\[
u(t) = \begin{cases} 
1 & \text{if } x(t) \in [-1, -\frac{1}{2}] \\
-2x(t) & \text{if } x(t) \in [-\frac{1}{2}, \frac{1}{2}] \\
-1 & \text{if } x(t) \in [\frac{1}{2}, 1].
\end{cases}
\]

The closed-loop system has three equilibria at \(-1, 0, 1\) and system (10.25) is always feasible for all initial states in \([-1, 1]\) and therefore \( C_\infty = [-1, 1] \). The equilibrium point 0 is, however, asymptotically stable only for the open set \((-1, 1)\). In fact, \( u(t) \) and any other feasible control law cannot stabilize the system from \( x = 1 \) and from \( x = -1 \) and therefore when \( \mathcal{O} = \emptyset \) then \( K_\infty(\mathcal{O}) = (-1, 1) \subseteq C_\infty \). We note in this example that the maximal stabilizable set is open. One can easily argue that, in general, if the maximal stabilizable set is closed then it is equal to the maximal control invariant set.
10.3 Robust Controllable and Reachable Sets

In this section we deal with two types of systems, namely, autonomous systems
\[ x(k + 1) = g_a(x(k), w(k)), \]  
and systems subject to external controllable inputs
\[ x(k + 1) = g(x(k), u(k), w(k)). \]  
Both systems are subject to the disturbance \( w(k) \) and to the constraints
\[ x(k) \in \mathcal{X}, \ u(k) \in \mathcal{U}, \ w(k) \in \mathcal{W} \ \forall \ k \geq 0. \]

The sets \( \mathcal{X} \) and \( \mathcal{U} \) are and \( \mathcal{W} \) are polyhedra.

**Definition 10.14** For the autonomous system (10.27) we will denote the robust precursor set to the set \( \mathcal{S} \) as
\[ \text{Pre}(\mathcal{S}, \mathcal{W}) = \{ x \in \mathbb{R}^n : g_a(x, w) \in \mathcal{S}, \ \forall w \in \mathcal{W} \}. \]

Pre\((\mathcal{S}, \mathcal{W})\) defines the set of states of system (10.27) which evolve into the target set \( \mathcal{S} \) in one time step for all possible disturbance \( w \in \mathcal{W} \).

**Definition 10.15** For the system (10.28) we will denote the robust precursor set to the set \( \mathcal{S} \) as
\[ \text{Pre}(\mathcal{S}, \mathcal{W}) = \{ x \in \mathbb{R}^n : \exists u \in \mathcal{U} \text{ s.t. } g(x, u, w) \subseteq \mathcal{S}, \ \forall w \in \mathcal{W} \}. \]

For a system with inputs, Pre\((\mathcal{S}, \mathcal{W})\) is the set of states which can be robustly driven into the target set \( \mathcal{S} \) in one time step for all admissible disturbances.

**Definition 10.16** For the autonomous system (10.27) we will denote the robust successor set from the set \( \mathcal{S} \) as
\[ \text{Suc}(\mathcal{S}, \mathcal{W}) = \{ x \in \mathbb{R}^n : \exists x(0) \in \mathcal{S}, \ \exists w \in \mathcal{W} \text{ such that } x = g_a(x(0), w) \}. \]

**Definition 10.17** For the system (10.28) with inputs we will denote the robust successor set from the set \( \mathcal{S} \) as
\[ \text{Suc}(\mathcal{S}, \mathcal{W}) = \{ x \in \mathbb{R}^n : \exists x(0) \in \mathcal{S}, \exists u \in \mathcal{U}, \exists w \in \mathcal{W}, \text{ such that } x = g(x(0), u, w) \}. \]

Thus, all the states contained in \( \mathcal{S} \) are mapped into the set Suc\((\mathcal{S}, \mathcal{W})\) under the map \( g_a \) for all disturbances \( w \in \mathcal{W} \), and under the map \( g \) for all inputs \( u \in \mathcal{U} \) and for all disturbances \( w \in \mathcal{W} \).

**Remark 10.7** The sets Pre\((\mathcal{S}, \mathcal{W})\) and Suc\((\mathcal{S}, \mathcal{W})\) are also denoted as ‘one-step robust backward-reachable set’ and ‘one-step robust forward-reachable set’, respectively, in the literature.
N-step robust controllable and robust reachable sets are defined by iterating $\text{Pre}(\cdot, \cdot)$ and $\text{Suc}(\cdot, \cdot)$ computations, respectively.

**Definition 10.18 (N-Step Robust Controllable Set $\mathcal{K}_N(S, W)$)** For a given target set $S \subseteq \mathcal{X}$, the N-step robust controllable set $\mathcal{K}_N(S, W)$ of the system (10.27) or (10.28) subject to the constraints (10.29) is defined recursively as:

$$\mathcal{K}_j(S, W) = \text{Pre}(\mathcal{K}_{j-1}(S, W), W) \cap \mathcal{X}, \quad \mathcal{K}_0(S, W) = S, \quad j \in \{1, \ldots, N\}. \quad (10.32)$$

From Definition 10.18, all states $x_0$ belonging to the N-Step Robust Controllable Set $\mathcal{K}_N(S, W)$ can be robustly driven, through a time-varying control law, to the target set $S$ in $N$ steps, while satisfying input and state constraints for all possible disturbances.

N-step robust reachable sets are defined analogously to N-step robust controllable set.

**Definition 10.19 (N-Step Robust Reachable Set $\mathcal{R}_N(X_0, W)$)** For a given initial set $X_0 \subseteq \mathcal{X}$, the N-step robust reachable set $\mathcal{R}_N(X_0, W)$ of the system (10.27) or (10.28) subject to the constraints (10.29) is defined recursively as:

$$\mathcal{R}_{i+1}(X_0, W) = \text{Suc}(\mathcal{R}_i(X_0, W), W) \cap \mathcal{X}, \quad \mathcal{R}_0(X_0, W) = X_0, \quad i = 0, \ldots, N - 1. \quad (10.33)$$

From Definition 10.19, all states $x_0$ belonging to $X_0$ will evolve to the N-step robust reachable set $\mathcal{R}_N(X_0, W)$ in $N$ steps.

Next we will show through simple examples the main steps involved in the computation of robust controllable and robust reachable sets for certain classes of uncertain constrained linear systems.

### 10.3.1 Linear Systems with Additive Uncertainty and without Inputs

**Example 10.8** Consider the second order autonomous system

$$x(t + 1) = Ax(t) + w(t) = \begin{bmatrix} 0.5 & 0 \\ 1 & -0.5 \end{bmatrix} x(t) + w(t) \quad (10.34)$$

subject to the state constraints

$$x(t) \in \mathcal{X} = \left\{ x : \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix} \right\}, \quad \forall t \geq 0, \quad (10.35)$$

and where the additive disturbance belongs to the set

$$w(t) \in \mathcal{W} = \left\{ w : \begin{bmatrix} -1 \\ -1 \end{bmatrix} \leq w \leq \begin{bmatrix} 1 \\ 1 \end{bmatrix} \right\}, \quad \forall t \geq 0. \quad (10.36)$$

The set $\text{Pre}(\mathcal{X}, \mathcal{W})$ can be obtained as described next. Since the set $\mathcal{X}$ is a polytope, it can be represented as an $\mathcal{H}$-polytope (Section 4.2)

$$\mathcal{X} = \{ x : Hx \leq h \}, \quad (10.37)$$
where
\[
H = \begin{bmatrix}
1 & 0 \\
0 & 1 \\
-1 & 0 \\
0 & -1
\end{bmatrix}
\quad \text{and} \quad
h = \begin{bmatrix}
10 \\
10 \\
10 \\
10
\end{bmatrix}.
\]

By using this $H$-presentation and the system equation (10.34), the set $\text{Pre}(\mathcal{X}, \mathcal{W})$ can be rewritten as
\[
\text{Pre}(\mathcal{X}, \mathcal{W}) = \{ x : Hg_a(x, w) \leq h, \forall w \in \mathcal{W} \}
\]
\[
= \{ x : HAx \leq h - Hw, \forall w \in \mathcal{W} \}.
\]

The set (10.38) can be represented as the following polyhedron
\[
\text{Pre}(\mathcal{X}, \mathcal{W}) = \{ x \in \mathbb{R}^n : HAx \leq \tilde{h} \}
\]
with
\[
\tilde{h}_i = \min_{w \in \mathcal{W}} (h_i - H_i w).
\]

In general, a linear program is required to solve problems (10.40). In this example $H_i$ and $\mathcal{W}$ have simple expressions and we get $\tilde{h} = \begin{bmatrix} 9 \\ 9 \\ 9 \\ 9 \end{bmatrix}$. The set (10.39) might contain redundant inequalities which can be removed by using Algorithm 4.1 in Section 4.4.1 to obtain its minimal representation.

The set $\text{Pre}(\mathcal{X}, \mathcal{W})$ is
\[
\text{Pre}(\mathcal{X}, \mathcal{W}) = \left\{ x : \begin{bmatrix}
1 & 0 \\
1 & -0.5 \\
-1 & 0 \\
-1 & 0.5
\end{bmatrix} x \leq \begin{bmatrix}
18 \\
9 \\
9 \\
9
\end{bmatrix} \right\}.
\]

The one-step robust controllable set $K_1(\mathcal{X}, \mathcal{W}) = \text{Pre}(\mathcal{X}, \mathcal{W}) \cap \mathcal{X}$ is
\[
\text{Pre}(\mathcal{X}, \mathcal{W}) \cap \mathcal{X} = \left\{ x : \begin{bmatrix}
1 & 0 \\
0 & 1 \\
-1 & 0 \\
0 & -1 \\
1 & -0.5 \\
-1 & 0.5
\end{bmatrix} x \leq \begin{bmatrix}
10 \\
10 \\
10 \\
10 \\
9 \\
9
\end{bmatrix} \right\}
\]
and is depicted in Fig. 10.9.

Note that by using the definition of the Pontryagin difference given in Section 4.4.8 and affine operations on polyhedra in Section 4.4.11 we can compactly summarize the operations in (10.38) and write the set $\text{Pre}$ in (10.30) as
\[
\text{Pre}(\mathcal{X}, \mathcal{W}) = \{ x \in \mathbb{R}^n : Ax + w \in \mathcal{X}, \forall w \in \mathcal{W} \} = \{ x \in \mathbb{R}^n : Ax \in \mathcal{X} \circ \mathcal{W} \} = (\mathcal{X} \circ \mathcal{W}) \circ A.
\]

The set
\[
\text{Suc}(\mathcal{X}, \mathcal{W}) = \{ y : \exists x \in \mathcal{X}, \exists w \in \mathcal{W} \text{ such that } y = Ax + w \}
\]
(10.41)
Robust Controllable and Reachable Sets

Figure 10.9 Example 10.8. One-step robust controllable set \( \text{Pre}(\mathcal{X}, \mathcal{W}) \cap \mathcal{X} \) for system (10.34) under constraints (10.35)-(10.36).

is obtained by applying the map \( A \) to the set \( \mathcal{X} \) and then considering the effect of the disturbance \( w \in \mathcal{W} \). Let us write \( \mathcal{X} \) in \( V \)-representation (see Section 4.1)

\[
\mathcal{X} = \text{conv}(V), \tag{10.42}
\]

and let us map the set of vertices \( V \) through the transformation \( A \). Because the transformation is linear, the composition of the map \( A \) with the set \( \mathcal{X} \), denoted as \( A \circ \mathcal{X} \), is simply the convex hull of the transformed vertices

\[
A \circ \mathcal{X} = \text{conv}(AV). \tag{10.43}
\]

We refer the reader to Section 4.4.11 for a detailed discussion on linear transformations of polyhedra. Rewrite (10.41) as

\[
\text{Suc}(\mathcal{X}, \mathcal{W}) = \{ y \in \mathbb{R}^n : \exists z \in A \circ \mathcal{X}, \exists w \in \mathcal{W} \text{ such that } y = z + w \}.
\]

We can use the definition of the Minkowski sum given in Section 4.4.9 and rewrite the Suc set as

\[
\text{Suc}(\mathcal{X}, \mathcal{W}) = (A \circ \mathcal{X}) \oplus \mathcal{W}.
\]

We can compute the Minkowski sum via projection or vertex enumeration as explained in Section 4.4.9. The set \( \text{Suc}(\mathcal{X}, \mathcal{W}) \) in \( \mathcal{H} \)-representation is

\[
\text{Suc}(\mathcal{X}, \mathcal{W}) = \left\{ x : \begin{bmatrix} 1 & -0.5 \\ 0 & -1 \\ -1 & 0 \\ -1 & 0.5 \\ 0 & 1 \\ 1 & 0 \end{bmatrix} x \leq \begin{bmatrix} 4 \\ 16 \\ 6 \\ 4 \\ 16 \\ 6 \end{bmatrix} \right\},
\]

and is depicted in Fig. 10.10.

10.3.2 Linear Systems with Additive Uncertainty and Inputs

Example 10.9 Consider the second order unstable system

\[
\begin{align*}
x(t+1) &= Ax + Bu = \begin{bmatrix} 1.5 & 0 \\ 1 & -1.5 \end{bmatrix} x(t) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(t) + w(t) \tag{10.44}
\end{align*}
\]
subject to the input and state constraints

\[
\begin{align*}
  u(t) &\in U = \{ u : -5 \leq u \leq 5 \}, \forall t \geq 0 \tag{10.45a} \\
  x(t) &\in X = \left\{ x : \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix} \right\}, \forall t \geq 0, \tag{10.45b}
\end{align*}
\]

where

\[
  w(t) \in W = \{ w : -1 \leq w \leq 1 \}, \forall t \geq 0. \tag{10.46}
\]

For the non-autonomous system (10.44), the set \( \text{Pre}(X, W) \) can be computed using the \( H \)-presentation of \( X \) and \( U \),

\[
X = \{ x : Hx \leq h \}, \quad U = \{ u : Hu u \leq h_u \}, \tag{10.47}
\]

to obtain

\[
\begin{align*}
  \text{Pre}(X, W) &= \left\{ x \in \mathbb{R}^2 : \exists u \in U \text{ s.t. } Ax + Bu + w \in X, \forall w \in W \right\} \tag{10.48a} \\
  &= \left\{ x \in \mathbb{R}^2 : \exists u \in \mathbb{R}^s \text{ s.t. } \begin{bmatrix} HA & HB \\ 0 & Hu \end{bmatrix} \begin{bmatrix} x \\ u \end{bmatrix} \leq \begin{bmatrix} h - Hz \\ h_u \end{bmatrix}, \forall w \in W \right\}. \tag{10.48b}
\end{align*}
\]

As in Example 10.8, the set \( \text{Pre}(X, W) \) can be compactly written as

\[
\begin{align*}
  \text{Pre}(X, W) &= \left\{ x \in \mathbb{R}^2 : \exists u \in \mathbb{R}^s \text{ s.t. } H A x + H B u \leq \begin{bmatrix} \tilde{h} \\ h_u \end{bmatrix} \right\}, \tag{10.49}
\end{align*}
\]

where

\[
\tilde{h}_i = \min_{w \in W} (h_i - Hz). \tag{10.50}
\]

In general, a linear program is required to solve problems (10.50). In this example

\[
H_i \text{ and } W \text{ have simple expressions and we get } \tilde{h} = \begin{bmatrix} 9 \\ 9 \\ 9 \\ 9 \\ 9 \\ 9 \end{bmatrix}.
\]

The halfspaces in (10.49) define a polytope in the state-input space, and a projection operation (see Section 4.4.6) is used to derive the halfspaces which define \( \text{Pre}(X, W) \).
in the state space. The set $\text{Pre}(\mathcal{X}, W) \cap \mathcal{X}$ is depicted in Fig. 10.11 and reported below:

$$
\begin{pmatrix}
1 & 0 \\
-1 & 0 \\
1 & -1.5 \\
-1 & 1.5 \\
0 & 1 \\
0 & -1
\end{pmatrix}
\begin{pmatrix}
x_1 \\
x_2
\end{pmatrix}
\leq
\begin{pmatrix}
9.3 \\
9.3 \\
9 \\
9 \\
10 \\
10
\end{pmatrix}.
$$

![Figure 10.11 Example 10.9. One-step robust controllable set $\text{Pre}(\mathcal{X}, W) \cap \mathcal{X}$ for system (10.44) under constraints (10.45)-(10.46).]

Note that by using the definition of a Minkowski sum given in Section 4.4.9 and the affine operation on polyhedra in Section 4.4.11 we can compactly write the operations in (10.48) as follows:

$$
\text{Pre}(\mathcal{X}, W) = \{ x : \exists u \in U \text{ s.t. } Ax + Bu + w \in \mathcal{X}, \forall w \in W \}
= \{ x : \exists y \in \mathcal{X}, \exists u \in U \text{ s.t. } y = Ax + Bu + w, \forall w \in W \}
= \{ x : \exists y \in \mathcal{X}, \exists u \in U \text{ s.t. } Ax = y + (-Bu) - w, \forall w \in W \}
= \{ x : Ax \in \mathcal{C} \text{ and } \mathcal{C} = \mathcal{X} \oplus (-B) \circ U \oplus W \}
= \{ x : x \in \mathcal{C} \circ A, \mathcal{C} = \mathcal{X} \oplus (-B) \circ U \oplus W \}
= \{ x : x \in ((\mathcal{X} \oplus W) \oplus (-B \circ U)) \circ A \}.
$$

(10.51)

Remark 10.8 Note that in (10.51) we have used the fact that if a set $\mathcal{S}$ is described as $\mathcal{S} = \{ v : \exists z \in \mathcal{Z}, \text{ s.t. } v = z - w, \forall w \in \mathcal{W} \}$, then $\mathcal{S} = \{ v : \exists z \in \mathcal{Z}, \text{ s.t. } z = v + w, \forall w \in \mathcal{W} \}$ or $\mathcal{S} = \{ v : v + w \in \mathcal{Z}, \forall w \in \mathcal{W} \}$ = $\mathcal{Z} \circ \mathcal{W}$. Also, to derive the last equation of (10.51) we have used the associative property of the Pontryagin difference.

The set $\text{Suc}(\mathcal{X}, W) = \{ y : \exists x \in \mathcal{X}, \exists u \in U, \exists w \in \mathcal{W} \text{ s.t. } y = Ax + Bu + w \}$ is obtained by applying the map $A$ to the set $\mathcal{X}$ and then considering the effect of the input $u \in U$ and of the disturbance $w \in \mathcal{W}$. We can use the definition of Minkowski sum given in Section 4.4.9 and rewrite $\text{Suc}(\mathcal{X}, W)$ as

$$
\text{Suc}(\mathcal{X}, W) = (A \circ \mathcal{X}) \oplus (B \circ U) \oplus \mathcal{W}.
$$
The set $\text{Suc}(\mathcal{X}, \mathcal{W})$ is depicted in Fig. 10.12.

In summary, for linear systems with additive disturbances the sets $\text{Pre}(\mathcal{X}, \mathcal{W})$ and $\text{Suc}(\mathcal{X}, \mathcal{W})$ are the results of linear operations on the polytopes $\mathcal{X}$, $\mathcal{U}$ and $\mathcal{W}$ and therefore are polytopes. By using the definition of Minkowski sum given in Section 4.4.9, Pontryagin difference given in Section 4.4.8 and affine operation on polyhedra in Section 4.4.11 we can compactly summarize the operations in Table 10.2. Note that the summary in Table 10.2 applies also to the class of systems $x(k+1) = Ax(t) + Bu(t) + Ed(t)$ where $d \in \mathcal{W}$. This can be transformed into $x(k+1) = Ax(t) + Bu(t) + w(t)$ where $w \in \mathcal{W} = E \circ \mathcal{W}$.

<table>
<thead>
<tr>
<th></th>
<th>$x(t+1) = Ax(t) + w(t)$</th>
<th>$x(t+1) = Ax(t) + Bu(t) + w(t)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Pre}(\mathcal{X}, \mathcal{W})$</td>
<td>$(\mathcal{X} \oplus \mathcal{W}) \circ A$</td>
<td>$((\mathcal{X} \oplus \mathcal{W}) \oplus (-B \circ \mathcal{U})) \circ A$</td>
</tr>
<tr>
<td>$\text{Suc}(\mathcal{X}, \mathcal{W})$</td>
<td>$(A \circ \mathcal{X}) \oplus \mathcal{W}$</td>
<td>$(A \circ \mathcal{X}) \oplus (B \circ \mathcal{U}) \oplus \mathcal{W}$</td>
</tr>
</tbody>
</table>

Table 10.2 Pre and Suc operations for uncertain linear systems subject to polyhedral input and state constraints $x(t) \in \mathcal{X}$, $u(t) \in \mathcal{U}$ with additive polyhedral disturbances $w(t) \in \mathcal{W}$

The $N$-step robust controllable set $\mathcal{K}_N(\mathcal{S}, \mathcal{W})$ and the $N$-step robust reachable set $\mathcal{R}_N(\mathcal{X}_0, \mathcal{W})$ can be computed by using their recursive formulas (10.32), (10.33) and computing the Pre and Suc operations as described in Table 10.2.

10.3.3 Linear Systems with Parametric Uncertainty

The next Lemma 10.1 will help us computing Pre and Suc sets for linear systems with parametric uncertainty.

**Lemma 10.1** Let $g : \mathbb{R}^{n_z} \times \mathbb{R}^n \times \mathbb{R}^nw \rightarrow \mathbb{R}^{ns}$ be a function of $(z, x, w)$ convex in $w$ for each $(z, x)$. Assume that the variable $w$ belongs to the polytope $\mathcal{W}$ with vertices $\{\bar{w}_i\}_{i=1}^{nW}$. Then, the constraint

$$g(z, x, w) \leq 0 \quad \forall w \in \mathcal{W}$$

(10.52)
is satisfied if and only if
\[ g(z, x, \bar{w}_i) \leq 0, \ i = 1, \ldots, n_W. \] (10.53)

**Proof:** Easily follows from the fact that the maximum of a convex function over a compact convex set is attained at an extreme point of the set. ■

Lemma 10.2 shows how to reduce the number of constraints in (10.53) for a specific class of constraint functions.

**Lemma 10.2** Assume \( g(z, x, w) = g^1(z, x) + g^2(w) \). Then the constraint (10.52) can be replaced by \( g^1(z, x) \leq -\bar{g}, \) where \( \bar{g} = [\bar{g}_1, \ldots, \bar{g}_n]' \) is a vector whose \( i \)-th component is
\[ \bar{g}_i = \max_{w \in W} g^2_i(w), \] (10.54)
and \( g^2_i(w) \) denotes the \( i \)-th component of \( g^2(w) \).

**Example 10.10** Consider the second order autonomous system
\[ x(t+1) = A(w^p(t))x(t) + w^a(t) = \begin{bmatrix} 0.5 + w^p(t) & 0 \\ -0.5 & 1 \end{bmatrix} x(t) + w^a(t) \] (10.55)
subject to the constraints
\[ x(t) \in X = \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix}, \forall t \geq 0 \]
\[ w^a(t) \in W^a = \begin{bmatrix} -1 \\ -1 \end{bmatrix} \leq w^a \leq \begin{bmatrix} 1 \\ 1 \end{bmatrix}, \forall t \geq 0 \]
\[ w^p(t) \in W^p = \{ w^p : 0 \leq w^p \leq 0.5 \}, \forall t \geq 0. \] (10.56)

Let \( w = [w^a; w^p] \) and \( W = W^a \times W^p \). The set \( \text{Pre}(X, W) \) can be obtained as follows. The set \( X \) is a polytope and it can be represented as an \( H \)-polytope (Section 4.2)
\[ X = \{ x : Hx \leq h \}, \] (10.57)
where
\[ H = \begin{bmatrix} 1 & 0 \\ 0 & 1 \\ -1 & 0 \\ 0 & -1 \end{bmatrix} \text{ and } h = \begin{bmatrix} 10 \\ 10 \\ 10 \\ 10 \end{bmatrix}. \]

By using this \( H \)-presentation and the system equation (10.55), the set \( \text{Pre}(X, W) \) can be rewritten as
\[ \text{Pre}(X, W) = \{ x : Hg_a(x, w) \leq h, \forall w \in W \} \] (10.58)
\[ = \{ x : HA(w^p)x \leq h - Hw^a, \forall w^a \in W^a, w^p \in W^p \}. \] (10.59)

By using Lemmas 10.1 and 10.2, the set (10.59) can be rewritten as a the polytope
\[ x \in \text{Pre}(X, W) = \{ x \in \mathbb{R}^n : \begin{bmatrix} HA(0) \\ HA(0.5) \end{bmatrix} x \leq \begin{bmatrix} \tilde{h} \\ \tilde{h} \end{bmatrix} \} \] (10.60)
with
\[ h_i = \min_{w \in W} (h_i - H_i w). \]  
(10.61)

The set \( \text{Pre}(\mathcal{X}, W) \cap \mathcal{X} \) is depicted in Fig. 10.13 and reported below:

\[
\begin{bmatrix}
1 & 0 \\
0.89 & -0.44 \\
1 & 0 \\
-0.89 & 0.44 \\
0 & 1 \\
0 & -1 \\
\end{bmatrix}
\leq
\begin{bmatrix}
9 \\
8.049 \\
9 \\
8.049 \\
10 \\
10 \\
\end{bmatrix}.
\]

Figure 10.13 Example 10.10. One-step robust controllable set \( \text{Pre}(\mathcal{X}, W) \cap \mathcal{X} \) for system (10.55) under constraints (10.56).

Example 10.11 Consider the second order autonomous system

\[
x(t+1) = A(w^p(t))x(t) = \begin{bmatrix} 0.5 + w^p(t) & 0 \\ 1 & -0.5 \end{bmatrix} x(t)
\]  
(10.62)

subject to the constraints

\[
x(t) \in \mathcal{X} = \left\{ x : \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix} \right\}, \; \forall t \geq 0
\]
\[
w^p(t) \in \mathcal{W}^p = \left\{ w^p : 0 \leq w^p \leq 0.5 \right\}, \; \forall t \geq 0.
\]  
(10.63)

Let \( w = [w^p] \) and \( \mathcal{W} = \mathcal{W}^p \). The set \( \text{Suc}(\mathcal{X}, \mathcal{W}) \) can be written as infinite union of reachable sets

\[
\text{Suc}(\mathcal{X}, \mathcal{W}) = \bigcup_{\bar{w} \in \mathcal{W}} \text{Suc}(\mathcal{X}, \bar{w})
\]  
(10.64)

where \( \text{Suc}(\mathcal{X}, \bar{w}) \) is computed as described in Example 10.1 for the system \( A(\bar{w}) \). In general, the union in equation (10.64) generates a non-convex set, as can be seen in Fig. 10.14. Non convexity of successor sets for parametric linear systems is also discussed in [59][Sec. 6.1.2].
10.4 Robust Invariant Sets

Two different types of sets are considered in this chapter: robust invariant sets and robust control invariant sets. We will first discuss robust invariant sets.

Robust Positive Invariant Sets

Robust invariant sets are computed for autonomous systems. These types of sets are useful to answer questions such as: “For a given feedback controller \( u = f(x) \), find the set of states whose trajectory will never violate the system constraints for all possible disturbances”. The following definitions introduce the different types of robust invariant sets.

**Definition 10.20 (Robust Positive Invariant Set)** A set \( O \subseteq \mathcal{X} \) is said to be a robust positive invariant set for the autonomous system (10.27) subject to the constraints (10.29), if

\[
x(0) \in O \implies x(t) \in O, \quad \forall w(t) \in \mathcal{W}, \ t \in \mathbb{N}_+.
\]

**Definition 10.21 (Maximal Robust Positive Invariant Set \( O_\infty \))** The set \( O_\infty \subseteq \mathcal{X} \) is the maximal robust invariant set of the autonomous system (10.27) subject to the constraints (10.29) if \( O_\infty \) is a robust invariant set and \( O_\infty \) contains all the robust positive invariant sets contained in \( \mathcal{X} \).

**Theorem 10.2 (Geometric condition for invariance)** A set \( O \subseteq \mathcal{X} \) is a robust positive invariant set for the autonomous system (10.27) subject to the constraints (10.29), if and only if

\[
O \subseteq \text{Pre}(O, \mathcal{W}). \tag{10.65}
\]

The proof of Theorem 10.2 follows the same lines of the proof of Theorem 10.1.
It is immediate to prove that condition (10.65) of Theorem 10.2 is equivalent to the following condition
\[
\text{Pre}(\mathcal{O}, \mathcal{W}) \cap \mathcal{O} = \mathcal{O}.
\] (10.66)

Based on condition (10.66), the following algorithm provides a procedure for computing the maximal robust positive invariant subset \( \mathcal{O}_\infty \) for system (10.27)-(10.29) (for reference to proofs and literature see Section 10.1).

**Algorithm 10.4** Computation of \( \mathcal{O}_\infty \)

**Input:** \( g_u, \mathcal{X}, \mathcal{W} \)

**Output:** \( \mathcal{O}_\infty \)

\[
\begin{align*}
\Omega_0 & \leftarrow \mathcal{X}, k \leftarrow -1 \\
\text{Repeat} & \\
& k \leftarrow k + 1 \\
& \Omega_{k+1} \leftarrow \text{Pre}(\Omega_k, \mathcal{W}) \cap \Omega_k \\
\text{Until} & \Omega_{k+1} = \Omega_k \\
\mathcal{O}_\infty & \leftarrow \Omega_k
\end{align*}
\]

Algorithm 10.4 generates the set sequence \( \{ \Omega_k \} \) satisfying \( \Omega_{k+1} \subseteq \Omega_k \), \( \forall k \in \mathbb{N} \) and it terminates when \( \Omega_{k+1} = \Omega_k \). If it terminates, then \( \Omega_k \) is the maximal robust positive invariant set \( \mathcal{O}_\infty \) for system (10.27)-(10.29). If \( \Omega_k = \emptyset \) for some integer \( k \) then the simple conclusion is that \( \mathcal{O}_\infty = \emptyset \).

In general, Algorithm 10.4 may never terminate. If the algorithm does not terminate in a finite number of iterations, it can be proven that [179]
\[
\mathcal{O}_\infty = \lim_{k \to +\infty} \Omega_k.
\]

Conditions for finite time termination of Algorithm 10.4 can be found in [124]. A simple sufficient condition for finite time termination of Algorithm 10.1 requires the system \( g_u(x, w) \) to be linear and stable, and the constraint set \( \mathcal{X} \) and disturbance set \( \mathcal{W} \) to be bounded and to contain the origin.

**Example 10.12** Consider the second order stable system in Example 10.8
\[
x(t + 1) = Ax(t) + w(t) = \begin{bmatrix} 0.5 & 0 \\ 1 & -0.5 \end{bmatrix} x(t) + w(t)
\] (10.67)

subject to the constraints
\[
\begin{align*}
x(t) & \in \mathcal{X} = \left\{ x : \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix} \right\}, \forall t \geq 0 \\
w(t) & \in \mathcal{W} = \left\{ w : \begin{bmatrix} -1 \\ 1 \end{bmatrix} \leq w \leq \begin{bmatrix} 1 \\ 1 \end{bmatrix} \right\}, \forall t \geq 0.
\end{align*}
\] (10.68)

The maximal robust positive invariant set of system (10.67) subject to constraints (10.68) is depicted in Fig. 10.15 and reported below:
\[
\begin{bmatrix}
0.89 & -0.44 \\
-0.89 & 0.44 \\
-1 & 0 \\
0 & -1 \\
1 & 0 \\
0 & 1 \\
\end{bmatrix} x \leq \begin{bmatrix}
0.44 \\
-0.44 \\
8.04 \\
8.04 \\
10 \\
10 \\
10 \\
\end{bmatrix}.
\]
Robust Control Invariant Sets

Robust control invariant sets are defined for systems subject to controllable inputs. These types of sets are useful to answer questions such as: “Find the set of states for which there exists a controller such that the system constraints are never violated for all possible disturbances”. The following definitions introduce the different types of robust control invariant sets.

**Definition 10.22 (Robust Control Invariant Set)** A set \( C \subseteq \mathcal{X} \) is said to be a robust control invariant set for the system \((10.28)\) subject to the constraints \((10.29)\), if
\[
x(t) \in C \quad \Rightarrow \quad \exists u(t) \in U \text{ such that } g(x(t), u(t), w(t)) \in C, \quad \forall \ w(t) \in W, \quad \forall \ t \in \mathbb{N}_+.
\]

**Definition 10.23 (Maximal Robust Control Invariant Set \(C_\infty\))** The set \(C_\infty \subseteq \mathcal{X}\) is said to be the maximal robust control invariant set for the system \((10.28)\) subject to the constraints \((10.29)\), if it is robust control invariant and contains all robust control invariant sets contained in \(\mathcal{X}\).

**Remark 10.9** The geometric conditions for invariance \((10.65)-(10.66)\) hold for control invariant sets.

The following algorithm provides a procedure for computing the maximal robust control invariant set \(C_\infty\) for system \((10.28)-(10.29)\).

**Algorithm 10.5** Computation of \(C_\infty\)

**Input:** \( g, \mathcal{X}, U, W \)

**Output:** \( C_\infty \)
\[ \Omega_0 \leftarrow \mathcal{X}, \ k \leftarrow -1 \]

Repeat
\[ k \leftarrow k + 1 \]
\[ \Omega_{k+1} \leftarrow \text{Pre}(\Omega_k, \mathcal{W}) \cap \Omega_k \]
Until \( \Omega_{k+1} = \Omega_k \)
\[ C_{\infty} \leftarrow \Omega_{k+1} \]

Algorithm 10.5 generates the set sequence \( \{\Omega_k\} \) satisfying \( \Omega_{k+1} \subseteq \Omega_k, \forall k \in \mathbb{N} \). Algorithm 10.5 terminates when \( \Omega_{k+1} = \Omega_k \). If it terminates, then \( \Omega_k \) is the maximal robust control invariant set \( C_{\infty} \) for the system (10.28)-(10.29).

In general, Algorithm 10.5 may never terminate [10, 49, 172, 164]. If the algorithm does not terminate in a finite number of iterations, in general, convergence to the maximal robust control invariant set is not guaranteed
\[ C_{\infty} \neq \lim_{k \to +\infty} \Omega_k. \quad (10.69) \]

The work in [50] reports examples of nonlinear systems where (10.69) can be observed. A sufficient condition for the convergence of \( \Omega_k \) to \( C_{\infty} \) as \( k \to +\infty \) requires the polyhedral sets \( \mathcal{X}, \mathcal{U} \) and \( \mathcal{W} \) to be bounded and the system \( g(x, u, w) \) to be continuous [50].

**Example 10.13** Consider the second order unstable system in Example 10.9. The maximal robust control invariant set of system (10.44) subject to constraints (10.45)-(10.46) is an empty set. If the uncertain set (10.46) is replaced with
\[ w(t) \in \mathcal{W} = \{w : -0.1 \leq w \leq 0.1\}, \forall t \geq 0 \]
the maximal robust control invariant set is
\[
\begin{bmatrix}
0 & 1 \\
0 & -1 \\
0.55 & -0.83 \\
-0.55 & 0.83
\end{bmatrix}
\begin{bmatrix}
x
\end{bmatrix}
\leq
\begin{bmatrix}
3.72 \\
3.72 \\
2.0 \\
2.0
\end{bmatrix}
\]
which is depicted in Fig. 10.16.

**Definition 10.24 (Finitely determined set)** Consider Algorithm 10.4 (10.5). The set \( C_{\infty} (C_{\infty}) \) is finitely determined if and only if \( \exists i \in \mathbb{N} \) such that \( \Omega_{i+1} = \Omega_i \). The smallest element \( i \in \mathbb{N} \) such that \( \Omega_{i+1} = \Omega_i \) is called the determinedness index.

For all states contained in the maximal robust control invariant set \( C_{\infty} \) there exists a control law, such that the system constraints are never violated for all feasible disturbances. This does not imply that there exists a control law which can drive the state into a user-specified target set. This issue is addressed in the following by introducing the concept of robust controllable and stabilizable sets.

**Definition 10.25 (Maximal Robust Controllable Set \( K_{\infty}(\mathcal{O}, \mathcal{W}) \))** For a given target set \( \mathcal{O} \subseteq \mathcal{X} \), the maximal robust controllable set \( K_{\infty}(\mathcal{O}, \mathcal{W}) \) for the system (10.28) subject to the constraints (10.29) is the union of all \( N \)-step robust controllable sets contained in \( \mathcal{X} \) for \( N \in \mathbb{N} \).
Robust controllable sets $K_N(O, W)$ where the target $O$ is a robust control invariant set are special sets, since in addition to guaranteeing that from $K_N(O, W)$ we robustly reach $O$ in $N$ steps, one can ensure that once reached $O$, the system can stay there at all future time instants and for all possible disturbance realizations.

**Definition 10.26 (N-step (Maximal) Robust Stabilizable Set)** For a given robust control invariant set $O \subseteq X$, the $N$-step (maximal) robust stabilizable set of the system (10.28) subject to the constraints (10.29) is the $N$-step (maximal) robust controllable set $K_N(O, W)$ ($K_\infty(O, W)$).

The set $K_\infty(O, W)$ contains all states which can be robustly steered into the robust control invariant set $O$ and hence $K_\infty(O, W) \subseteq C_\infty$. The set $K_\infty(O, W) \subseteq C_\infty$ can be computed as follows:

**Algorithm 10.6** Computation of $K_\infty(O, W)$

**Input:** $g_a, X, W$

**Output:** $K_\infty(O, W)$

1. $K_0 \leftarrow O$, where $O$ is a robust control invariant set
2. $c \leftarrow -1$
3. **Repeat**
   1. $c \leftarrow c + 1$
   2. $K_{c+1} \leftarrow \text{Pre}(K_c, W) \cap X$
4. **Until** $K_{c+1} = K_c$
5. $K_\infty(O, W) = K_c$

Since $O$ is robust control invariant, it holds $\forall c \in \mathbb{N}$ that $K_c$ is robust control invariant and $K_c \subseteq K_{c+1}$. Note that Algorithm 10.6 is not guaranteed to terminate in finite time.
Chapter 11

Constrained Optimal Control

In this chapter we study the finite time and infinite time optimal control problem for linear systems with linear constraints on inputs and state variables. We establish the structure of the optimal control law and derive algorithms for its computation. For finite time problems with linear and quadratic objective functions we show that the time varying feedback law is piecewise affine and continuous. The value function is a convex piecewise linear for linear objective functions and convex piecewise quadratic for quadratic objective functions.

We describe how the optimal control action for a given initial state can be computed by means of linear or quadratic programming. We also describe how the optimal control law can be computed by means of multiparametric linear or quadratic programming. Finally we show how to compute the infinite time optimal controller for linear and quadratic objective functions and prove that, when it exists, the infinite time controller inherits all the structural properties of the finite time optimal controller.

11.1 Problem Formulation

Consider the linear time-invariant system

\[ x(t + 1) = Ax(t) + Bu(t), \]  
(11.1)

where \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \) are the state and input vectors, respectively, subject to the constraints

\[ x(t) \in \mathcal{X}, \ u(t) \in \mathcal{U}, \ \forall t \geq 0. \]  
(11.2)

The sets \( \mathcal{X} \subseteq \mathbb{R}^n \) and \( \mathcal{U} \subseteq \mathbb{R}^m \) are polyhedra.

Remark 11.1 The results of this chapter also hold for more general forms of linear constraints such as mixed input and state constraints

\[ [x(t)' , u(t)'] \in \mathcal{P}_{x,u}, \]  
(11.3)
where $P_{x,u}$ is a polyhedron in $\mathbb{R}^{n+m}$ of mixed input and state constraints over a finite time, or, even more general, constraints of the type:

$$[x(0)', \ldots, x(N-1)', u(0)', \ldots, u(N-1)'] \in P_{x,u,N},$$

(11.4)

where $P_{x,u,N}$ is a polyhedron in $\mathbb{R}^{N(n+m)}$. Note that constraints of the type (11.4) can arise, for example, from constraints on the input rate $\Delta u(t) = u(t) - u(t-1)$. In this chapter, for the sake of simplicity, we will use the less general form (11.2).

Define the cost function

$$J_0(x(0), U_0) = p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k),$$

(11.5)

where $x_k$ denotes the state vector at time $k$ obtained by starting from the state $x_0 = x(0)$ and applying to the system model

$$x_{k+1} = Ax_k + Bu_k$$

(11.6)

the input sequence $u_0, \ldots, u_{k-1}$.

If the 1-norm or $\infty$-norm is used in the cost function (11.5), then we set $p(x_N) = \|Px_N\|_p$ and $q(x_k, u_k) = \|Qx_k\|_p + \|Ru_k\|_p$ with $p = 1$ or $p = \infty$ and $P$, $Q$, $R$ full column rank matrices. Cost (11.5) is rewritten as

$$J_0(x(0), U_0) = \|Px_N\|_p + \sum_{k=0}^{N-1} \|Qx_k\|_p + \|Ru_k\|_p.$$  

(11.7)

If the squared Euclidian norm is used in the cost function (11.5), then we set $p(x_N) = x_N'Px_N$ and $q(x_k, u_k) = x_k'Qx_k + u_k'Ru_k$ with $P \succeq 0$, $Q \succeq 0$ and $R > 0$. Cost (11.5) is rewritten as

$$J_0(x(0), U_0) = x_N'Px_N + \sum_{k=0}^{N-1} x_k'Qx_k + u_k'Ru_k.$$  

(11.8)

Consider the constrained finite time optimal control problem (CFTOC)

$$J_0^*(x(0)) = \min_{U_0} J_0(x(0), U_0)$$

subj. to

$$x_{k+1} = Ax_k + Bu_k, \ k = 0, \ldots, N-1$$

$$x_k \in \mathcal{X}, \ u_k \in \mathcal{U}, \ k = 0, \ldots, N-1$$

(11.9)

$$x_N \in \mathcal{X}_f$$

$$x_0 = x(0),$$

where $N$ is the time horizon and $\mathcal{X}_f \subseteq \mathbb{R}^n$ is a terminal polyhedral region. In (11.5)–(11.9) $U_0 = [u_0', \ldots, u_{N-1}']' \in \mathbb{R}^s$, $s = mN$ is the optimization vector. We denote with $\mathcal{X}_0 \subseteq \mathcal{X}$ the set of initial states $x(0)$ for which the optimal control problem (11.5)–(11.9) is feasible, i.e.,

$$\mathcal{X}_0 = \{x_0 \in \mathbb{R}^n : \exists (u_0, \ldots, u_{N-1}) \text{ such that } x_k \in \mathcal{X}, \ u_k \in \mathcal{U}, \ k = 0, \ldots, N-1, \ x_N \in \mathcal{X}_f \text{ where } x_{k+1} = Ax_k + Bu_k, \ k = 0, \ldots, N-1\}.$$  

(11.10)
Remark 11.2 Note that we distinguish between the current state \( x(k) \) of system (11.1) at time \( k \) and the variable \( x_k \) in the optimization problem (11.9), that is the predicted state of system (11.1) at time \( k \) obtained by starting from the state \( x_0 = x(0) \) and applying to system (11.6) the input sequence \( u_0, \ldots, u_{k-1} \). Analogously, \( u(k) \) is the input applied to system (11.1) at time \( k \) while \( u_k \) is the \( k \)-th optimization variable of the optimization problem (11.9).

If we use cost (11.8) with the squared Euclidian norm and set
\[
\{(x, u) \in \mathbb{R}^{n+m} : x \in \mathcal{X}, u \in \mathcal{U}\} = \mathbb{R}^{n+m}, \quad \mathcal{X}_f = \mathbb{R}^n,
\]
problem (11.9) becomes the standard unconstrained finite time optimal control problem (Chapter 8) whose solution (under standard assumptions on \( A, B, P, Q \) and \( R \)) can be expressed through the time varying state feedback control law (8.28)
\[
u^*(k) = F_k x(k) \quad k = 0, \ldots, N - 1.
\]
From (8.25) the optimal cost is given by
\[
J_0^*(x(0)) = x(0)' P_0 x(0).
\]

If we let \( N \to \infty \) as discussed in Section 8.5, then problem (11.8), (11.9), (11.11) becomes the standard infinite horizon linear quadratic regulator (LQR) problem whose solution (under standard assumptions on \( A, B, P, Q \) and \( R \)) can be expressed as the state feedback control law (see (8.33))
\[
u^*(k) = F_\infty x(k), \quad k = 0, 1, \ldots
\]

In the following chapters we will show that the solution to problem (11.9) can again be expressed in feedback form where now \( u^*(k) \) is a continuous piecewise affine function on polyhedra of the state \( x(k) \), i.e., \( u^*(k) = f_k(x(k)) \) where
\[
f_k(x) = F^j_k x + g^j_k \quad \text{if} \quad H^j_k x \leq K^j_k, \quad j = 1, \ldots, N^r_k.
\]
Matrices \( H^j_k \) and \( K^j_k \) in equation (11.15) describe the \( j \)-th polyhedron \( CR^j_k = \{x \in \mathbb{R}^n : H^j_k x \leq K^j_k\} \) inside which the feedback optimal control law \( u^*(k) \) at time \( k \) has the affine form \( F^j_k x + g^j_k \). The set of polyhedra \( CR^j_k \), \( j = 1, \ldots, N^r_k \) is a polyhedral partition of the set of feasible states \( X_k \) of problem (11.9) at time \( k \). The sets \( X_k \) are discussed in detail in the next section. Since the functions \( f_k(x(k)) \) are continuous, the use of polyhedral partitions rather than strict polyhedral partitions (Definition 4.5) will not cause any problem, indeed it will simplify the exposition.

In the rest of this chapter we will characterize the structure of the value function and describe how the optimal control law can be efficiently computed by means of multiparametric linear and quadratic programming. We will distinguish the cases 1- or \( \infty \)-norm and squared 2-norm.
11.2 Feasible Solutions

We denote with $X_i$ the set of states $x_i$ at time $i$ for which (11.9) is feasible, for $i = 0, \ldots, N$. The sets $X_i$ for $i = 0, \ldots, N$ play an important role in the solution of (11.9). They are independent of the cost function (as long as it guarantees the existence of a minimum) and of the algorithm used to compute the solution to problem (11.9). There are two ways to rigorously define and compute the sets $X_i$: the *batch approach* and the *recursive approach*. In the batch approach

$$X_i = \{ x_i \in \mathcal{X} : \exists (u_i, \ldots, u_{N-1}) \text{ such that } x_{k+1} = A x_k + B u_k, \; k = i, \ldots, N - 1, \; x_N \in \mathcal{X}_f \text{ where } x_{k+1} = A x_k + B u_k, \; k = i, \ldots, N - 1 \}. \tag{11.16}$$

The definition of $X_i$ in (11.16) requires that for any initial state $x_i \in X_i$ there exists a feasible sequence of inputs $U_i = [u_i^T, \ldots, u_{N-1}^T]$ which keeps the state evolution in the feasible set $\mathcal{X}$ at future time instants $k = i + 1, \ldots, N - 1$ and forces $x_N$ into $\mathcal{X}_f$ at time $N$. Clearly $X_N = \mathcal{X}_f$. Next we show how to compute $X_i$ for $i = 0, \ldots, N - 1$. Let the state and input constraint sets $\mathcal{X}$, $\mathcal{X}_f$ and $\mathcal{U}$ be the $H$-polyhedra $A x \leq b_x$, $A_f x_N \leq b_f$, $A_i u \leq b_u$, respectively. Define the polyhedron $P_i$ for $i = 0, N-1$ as follows

$$P_i = \{(U_i, x_i) \in \mathbb{R}^{m (N-i)+n} : G_i U_i - E_i x_i \leq w_i \}, \tag{11.17}$$

where $G_i$, $E_i$ and $w_i$ are defined as follows

$$G_i = \begin{bmatrix} A_i & 0 & \cdots & 0 \\ 0 & A_f & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_u \\ A_f B & 0 & \cdots & 0 \\ A_f AB & A_f B & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ A_f A^{N-i-1} B & A_f A^{N-i-2} B & \cdots & A_f B \end{bmatrix}, \quad E_i = \begin{bmatrix} 0 \\ 0 \\ \vdots \\ 0 \\ -A_x \\ -A_f A \\ \vdots \\ -A_f A^{N-i} \end{bmatrix}, \quad w_i = \begin{bmatrix} b_u \\ b_u \\ \vdots \\ b_x \\ b_x \\ \vdots \\ b_f \end{bmatrix}. \tag{11.18}$$

The set $X_i$ is a polyhedron as it is the projection of the polyhedron $P_i$ in (11.17)-(11.18) on the $x_i$ space.

In the recursive approach,

$$X_i = \{ x \in \mathcal{X} : \exists u \in \mathcal{U} \text{ such that } A x + B u \in X_{i+1} \}, \quad i = 0, \ldots, N - 1$$

$$X_N = \mathcal{X}_f. \tag{11.19}$$

The definition of $X_i$ in (11.19) is recursive and requires that for any feasible initial state $x_i \in X_i$ there exists a feasible input $u_i$ which keeps the next state $A x_i + B u_i$ in the feasible set $X_{i+1}$. It can be compactly written as

$$X_i = \text{Pre}(X_{i+1}) \cap \mathcal{X}. \tag{11.20}$$
Initializing $\mathcal{X}_N$ to $\mathcal{X}_f$ and solving (11.19) backward in time yields the same sets $\mathcal{X}_i$ as the batch approach. This recursive formulation, however, leads to an alternative approach for computing the sets $\mathcal{X}_i$. Let $\mathcal{X}_i$ be the $\mathcal{H}$-polyhedra $A\mathcal{X}_i x \leq b\mathcal{X}_i$. Then the set $\mathcal{X}_{i-1}$ is the projection of the following polyhedron

\[
\begin{bmatrix}
A_x \\
A\mathcal{X}_i B
\end{bmatrix} x_i + \begin{bmatrix}
0 \\
A\mathcal{X}_i A
\end{bmatrix} u_i \leq \begin{bmatrix}
b_u \\
b_x \\
b_{\mathcal{X}_i}
\end{bmatrix}
\] (11.21)

on the $x_i$ space.

Consider problem (11.9). The set $\mathcal{X}_0$ is the set of all initial states $x_0$ for which (11.9) is feasible. The sets $\mathcal{X}_i$ with $i = 1, \ldots, N-1$ are hidden. A given $\bar{U}_0 = [\bar{u}_0, \ldots, \bar{u}_{N-1}]$ is feasible for problem (11.9) if and only if at all time instants $i$, the state $x_i$ obtained by applying $\bar{u}_0, \ldots, \bar{u}_{i-1}$ to the system model $x_{k+1} = Ax_k + Bu_k$ with initial state $x_0 \in \mathcal{X}_0$ belongs to $\mathcal{X}_i$. Also, $\mathcal{X}_i$ is the set of feasible initial states for problem

\[
J^*_i(x(0)) = \min_{u_i} p(x_N) + \sum_{k=i}^{N-1} q(x_k, u_k)
\text{subj. to } x_{k+1} = Ax_k + Bu_k, \ k = i, \ldots, N-1 \\
x_k \in \mathcal{X}_i, \ u_k \in \mathcal{U}, \ k = i, \ldots, N-1 \\
x_N \in \mathcal{X}_f.
\] (11.22)

Next, we provide more insights into the set $\mathcal{X}_i$ by using the invariant set theory of Section 10.2. We consider two cases: (1) $\mathcal{X}_f = \mathcal{X}$ which corresponds to effectively “removing” the terminal constraint set and (2) $\mathcal{X}_f$ chosen to be a control invariant set.

**Theorem 11.1** [172, Theorem 5.3]. Let the terminal constraint set $\mathcal{X}_f$ be equal to $\mathcal{X}$. Then,

1. The feasible set $\mathcal{X}_i$, $i = 0, \ldots, N-1$ is equal to the $(N-i)$-step controllable set:

   \[
   \mathcal{X}_i = \mathcal{K}_{N-i}(\mathcal{X}).
   \]

2. The feasible set $\mathcal{X}_i$, $i = 0, \ldots, N-1$ contains the maximal control invariant set:

   \[
   \mathcal{C}_\infty \subseteq \mathcal{X}_i.
   \]

3. The feasible set $\mathcal{X}_i$ is control invariant if and only if the maximal control invariant set is finitely determined and $N - i$ is equal to or greater than its determinedness index $\bar{N}$, i.e.

   \[
   \mathcal{X}_i \subseteq \text{Pre}(\mathcal{X}_i) \iff \mathcal{C}_\infty = \mathcal{K}_{N-i}(\mathcal{X}) \text{ for all } i \leq N - \bar{N}.
   \]

4. $\mathcal{X}_i \subseteq \mathcal{X}_j$ if $i < j$ for $i = 0, \ldots, N-1$. The size of the feasible set $\mathcal{X}_i$ stops decreasing (with decreasing $i$) if and only if the maximal control invariant set is finitely determined and $N - i$ is larger than its determinedness index, i.e.

   \[
   \mathcal{X}_i \cap \mathcal{X}_j \text{ if } N - \bar{N} < i < j < N.
   \]

Furthermore,

\[
\mathcal{X}_i = \mathcal{C}_\infty \text{ if } i \leq N - \bar{N}.
\]
Theorem 11.2 [172, Theorem 5.4]. Let the terminal constraint set $X_f$ be a control invariant subset of $X$. Then,

1. The feasible set $X_i$, $i = 0, \ldots, N - 1$ is equal to the $(N - i)$-step stabilizable set:
   \[ X_i = K_{N-i}(X_f). \]

2. The feasible set $X_i$, $i = 0, \ldots, N - 1$ is control invariant and contained within the maximal control invariant set:
   \[ X_i \subseteq C_\infty. \]

3. $X_i \supseteq X_j$ if $i < j$, $i = 0, \ldots, N - 1$. The size of the feasible $X_i$ set stops increasing (with decreasing $i$) if and only if the maximal stabilizable set is finitely determined and $N - i$ is larger than its determinedness index, i.e.
   \[ X_i \supseteq X_j \text{ if } N - \bar{N} < i < j < N. \]

Furthermore,
\[ X_i = K_\infty(X_f) \text{ if } i \leq N - \bar{N}. \]

Remark 11.3 Theorems 11.1 and 11.2 help us understand how the feasible sets $X_i$ propagate backward in time as a function of the terminal set $X_f$. In particular, when $X_f = X$ the set $X_i$ shrinks as $i$ becomes smaller and stops shrinking when it becomes the maximal control invariant set. Also, depending on $i$, either it is not a control invariant set or it is the maximal control invariant set. We have the opposite if a control invariant set is chosen as terminal constraint $X_f$. The set $X_i$ grows as $i$ becomes smaller and stops growing when it becomes the maximal stabilizable set. Both cases are shown in the Example 11.1 below.

Remark 11.4 In this section we investigated the behavior of $X_i$ as $i$ varies for a fixed horizon $N$. Equivalently, we could study the behavior of $X_0$ as the horizon $N$ varies. Specifically, the sets $X_0 \rightarrow N_1$ and $X_0 \rightarrow N_2$ with $N_2 > N_1$ are equal to the sets $X_{N_2 \rightarrow N_1 \rightarrow N}$ and $X_0 \rightarrow N$, respectively, with $N = N_2$.

Example 11.1 Consider the double integrator
\[
\begin{align*}
x(t+1) &= \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} x(t)
\end{align*}
\] (11.23)
subject to the input constraints
\[ -1 \leq u(k) \leq 1 \text{ for all } k \geq 0 \] (11.24)
and the state constraints
\[ \begin{bmatrix} -5 \\ -5 \end{bmatrix} \leq x(k) \leq \begin{bmatrix} 5 \\ 5 \end{bmatrix} \text{ for all } k \geq 0. \] (11.25)
We compute the feasible sets $X_i$ and plot them in Figure 11.1 in two cases.
Case 1. $\mathcal{X}_f$ is the control invariant set

$$
\begin{bmatrix}
-0.32132 & -0.94697 \\
0.32132 & 0.94697 \\
1 & 0 \\
-1 & 0
\end{bmatrix} x \leq
\begin{bmatrix}
0.3806 \\
2.5 \\
2.5
\end{bmatrix}.
$$

(11.26)

After six iterations the sets $\mathcal{X}_i$ converge to the following $K_\infty(\mathcal{X}_f)$

$$
\begin{bmatrix}
-0.44721 & -0.89443 \\
-0.24254 & -0.97014 \\
-0.31623 & -0.94868 \\
0.24254 & 0.97014 \\
0.31623 & 0.94868 \\
0.44721 & 0.89443 \\
1 & 0 \\
-1 & 0 \\
0.70711 & 0.70711 \\
-0.70711 & -0.70711
\end{bmatrix} x \leq
\begin{bmatrix}
2.6833 \\
2.6679 \\
2.5298 \\
2.6679 \\
2.5298 \\
2.6833 \\
5 \\
5 \\
3.5355 \\
3.5355
\end{bmatrix}.
$$

(11.27)

Note that in this case $C_\infty = K_\infty(\mathcal{X}_f)$ and the determinedness index is six.

Case 2. $\mathcal{X}_f = \mathcal{X}$. After six iterations the sets $\mathcal{X}_i$ converge to $K_\infty(\mathcal{X}_f)$ in (11.27).

(a) Case 1: $\mathcal{X}_f = \text{control invariant set in (11.26)}$.

(b) Case 2: $\mathcal{X}_f = \mathcal{X}$.

Figure 11.1 Example 11.1. Propagation of the feasible sets $\mathcal{X}_i$ to arrive at $C_\infty$ (shaded dark).
11.3 2-Norm Case Solution

Consider problem (11.9) with \( J_0(\cdot) \) defined by (11.8). In this chapter we always assume that \( Q = Q' \succeq 0 \), \( R = R' \succ 0 \), \( P = P' \succeq 0 \).

\[
J_0^*(x(0)) = \min_{U_0} J_0(x(0), U_0) = x_N'P x_N + \sum_{k=0}^{N-1} x_k'Q x_k + u_k'R u_k
\]

subject to
\[
\begin{align*}
x_{k+1} &= A x_k + B u_k, \quad k = 0, \ldots, N-1 \\
x_k &\in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad k = 0, \ldots, N-1 \\
x_N &\in \mathcal{X}_f \\
x_0 &= x(0).
\end{align*}
\]

(11.28)

11.3.1 Solution via QP

As shown in Section 8.2, problem (11.28) can be rewritten as

\[
J_0^*(x(0)) = \min_{U_0} J_0(x(0), U_0) = U_0'H U_0 + 2 x'(0) F U_0 + x'(0) Y x(0)
\]

\[
= \min_{U_0} J_0(x(0), U_0) = [U_0', x'(0)] [H \ F' \ F' \ Y] [U_0', x'(0)]'
\]

subject to
\[
G_0 U_0 \leq w_0 + E_0 x(0),
\]

(11.29)

with \( G_0, w_0 \) and \( E_0 \) defined in (11.18) for \( i = 0 \) and \( H, F, Y \) defined in (8.8). As \( J_0(x(0), U_0) \geq 0 \) by definition it follows that \([H \ F'] \succeq 0\).

For a given vector \( x(0) \) the optimal input sequence \( U_0^* \) solving problem (11.29) can be computed by using a Quadratic Program (QP) solver (see Section 2.3 for QP definition and properties and Chapter 3 for fast numerical methods for solving QPs).

To obtain problem (11.29) we have eliminated the state variables and equality constraints \( x_{k+1} = A x_k + B u_k \) by successive substitution so that we are left with \( u_0, \ldots, u_{N-1} \) as the only decision variables and \( x(0) \) as a parameter vector.

In general, it might be more efficient to solve a QP problem with equality and inequality constraints so that sparsity can be exploited. To this aim we can define the variable \( \tilde{z} \) as

\[
\tilde{z} = \begin{bmatrix} x_1' & \ldots & x_N' & u_0' & \ldots & u_{N-1}' \end{bmatrix}^T
\]

and rewrite problem (11.28) as

\[
J_0^*(x(0)) = \min_{\tilde{z}} [\tilde{z}^T x(0)] [\begin{bmatrix} H & 0 \\ 0 & Q \end{bmatrix}] [\tilde{z}^T x(0)]'
\]

subject to
\[
G_{0,eq} \tilde{z} = E_{0,eq} x(0)
\]

\[
G_{0,\text{in}} \tilde{z} \leq w_{0,\text{in}} + E_{0,\text{in}} x(0)
\]

(11.30)

For a given vector \( x(0) \) the optimal input sequence \( U_0^* \) solving problem (11.30) can be computed by using a Quadratic Program (QP) solver.

To obtain problem (11.30) we have rewritten the equalities from system dy-
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namics \( x_{k+1} = Ax_k + Bu_k \) as \( G_{0,eq} \hat{z} = E_{0,eq}x(0) \) where

\[
G_{0,eq} = \begin{pmatrix}
I & 0 \\
-A & I \\
-A & I \\
... & ... & ... & ... \\
-A & I \\
\end{pmatrix}, \\
E_{0,eq} = \begin{pmatrix}
A \\
0 \\
0 \\
0 \\
0 \\
0 \\
\end{pmatrix},
\]

and rewritten state and input constraints as \( G_{0,in} \hat{z} \leq w_{0,in} + E_{0,in}x(0) \) where

\[
G_{0,in} = \begin{pmatrix}
0 & A_x & 0 \\
A_x & 0 & 0 \\
... & ... & ... \\
0 & A_u & 0 \\
0 & 0 & A_u \\
\end{pmatrix}, \\
w_{0,in} = \begin{pmatrix}
b_x \\
b_x \\
0 \\
0 \\
b_u \\
b_u \\
\end{pmatrix},
\]

and constructed the cost matrix \( \tilde{H} \) as

\[
\tilde{H} = \begin{pmatrix}
Q & 0 \\
\vdots & \vdots \\
Q & 0 \\
\vdots & \vdots \\
P & R \\
\vdots & \vdots \\
R & R \\
\end{pmatrix}.
\]

### 11.3.2 State Feedback Solution via Batch Approach

As shown in Section 8.2, problem (11.28) can be rewritten as

\[
J_0^*(x(0)) = \min_{U_0} J_0(x(0), U_0) = [U_0' x'(0)] [H F'] [U_0' x(0)]'
\]

\[
\text{subj. to } G_0 U_0 \leq w_0 + E_0 x(0),
\]

with \( G_0, w_0 \) and \( E_0 \) defined in (11.18) for \( i = 0 \) and \( H, F, Y \) defined in (8.8). As \( J_0(x(0), U_0) \geq 0 \) by definition it follows that \( [H F'] \geq 0 \). Note that the optimizer \( U_0^* \) is independent of the term involving \( Y \) in (11.31).
We view \( x(0) \) as a vector of parameters and our goal is to solve (11.31) for all values of \( x(0) \in \mathcal{X}_0 \) and to make this dependence explicit. The computation of the set \( \mathcal{X}_0 \) of initial states for which problem (11.31) is feasible was discussed in Section 11.2.

Before proceeding further, it is convenient to define
\[
  z = U_0 + H^{-1}F'x(0),
\]
where \( z \in \mathbb{R}^n \), remove \( x(0)'Yx(0) \) and to transform (11.31) to obtain the equivalent problem
\[
  \hat{J}^*(x(0)) = \min_{z} z'Hz \quad \text{subj. to} \quad G_0z \leq w_0 + S_0x(0),
\]
where \( S_0 = E_0 + G_0H^{-1}F' \), and \( \hat{J}^*(x(0)) = J_0^*(x(0)) - x(0)'(Y - FH^{-1}F')x(0) \). In the transformed problem the parameter vector \( x(0) \) appears only on the right-hand side of the constraints.

Problem (11.33) is a multiparametric quadratic program that can be solved by using the algorithm described in Section 6.3.1. Once the multiparametric problem (11.33) has been solved, the solution \( U_0^* = U_0^*(x(0)) \) of CFTOC (11.28) and therefore \( u^*(0) = u^*(x(0)) \) is available explicitly as a function of the initial state \( x(0) \) for all \( x(0) \in \mathcal{X}_0 \).

Theorem 6.7 states that the solution \( z^*(x(0)) \) of the mp-QP problem (11.33) is a continuous and piecewise affine function on polyhedra of \( x(0) \). Clearly the same properties are inherited by the controller. The following corollaries of Theorem 6.7 establish the analytical properties of the optimal control law and of the value function.

**Corollary 11.1** The control law \( u^*(0) = f_0(x(0)) \), \( f_0 : \mathbb{R}^n \rightarrow \mathbb{R}^m \), obtained as a solution of the CFTOC (11.28) is continuous and piecewise affine on polyhedra
\[
  f_0(x) = F_0^dx + g_0^d \quad \text{if} \quad x \in CR_0^d, \quad j = 1, \ldots, N_0^d,
\]
where the polyhedral sets \( CR_0^d = \{ x \in \mathbb{R}^n : H_0^d x \leq K_0^d \} \), \( j = 1, \ldots, N_0^d \) are a partition of the feasible polyhedron \( \mathcal{X}_0 \).

**Proof:** From (11.32) \( U_0^*(x(0)) = z^*(x(0)) - H^{-1}F'x(0) \). From Theorem 6.7 we know that \( z^*(x(0)) \), solution of (11.33), is PPWA and continuous. As \( U_0^*(x(0)) \) is a linear combination of a linear function and a PPWA function, it is PPWA. As \( U_0^*(x(0)) \) is a linear combination of two continuous functions it is continuous. In particular, these properties hold for the first component \( u^*(0) \) of \( U_0^* \). \( \square \)

**Remark 11.5** Note that, as discussed in Remark 6.8, the critical regions defined in (6.4) are in general sets that are neither closed nor open. In Corollary 11.1 the polyhedron \( CR_0^d \) describes the closure of a critical region. The function \( f_0(x) \) is continuous and therefore it is simpler to use a polyhedral partition rather than a strict polyhedral partition.

**Corollary 11.2** The value function \( J_0^*(x(0)) \) obtained as solution of the CFTOC (11.28) is convex and piecewise quadratic on polyhedra. Moreover, if the mp-QP problem (11.33) is not degenerate, then the value function \( J_0^*(x(0)) \) is \( C^{(1)} \).
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Proof: By Theorem 6.7 \( \dot{J}^*(x(0)) \) is a convex function of \( x(0) \). As \( [H' F'] \succeq 0 \), its Schur complement\(^1\) \( Y = FH^{-1}F' \succeq 0 \), and therefore \( J_0^*(x(0)) = J^*(x(0)) + x(0)'(Y - FH^{-1}F')x(0) \) is a convex function, because it is the sum of convex functions. If the mp-QP problem (11.33) is not degenerate, then Theorem 6.9 implies that \( \dot{J}^*(x(0)) \) is a \( C^1 \) function of \( x(0) \) and therefore \( J_0^*(x(0)) \) is a \( C^1 \) function of \( x(0) \). The results of Corollary 11.1 imply that \( J_0^*(x(0)) \) is piecewise quadratic.

Remark 11.6 The relation between the design parameters of the optimal control problem (11.28) and the degeneracy of the mp-QP problem (11.33) is complex, in general.

The solution of the multiparametric problem (11.33) provides the state feedback solution \( u^*(k) = f_k(x(k)) \) of CFTOC (11.28) for \( k = 0 \) and it also provides the open-loop optimal control \( u^*(k) \) as function of the initial state, i.e., \( u^*(k) = u^*(k, x(0)) \). The state feedback PPWA optimal controllers \( u^*(k) = f_k(x(k)) \) with \( f_k : X_k \to U \) for \( k = 1, \ldots, N \) are computed in the following way. Consider the same CFTOC (11.28) over the shortened time-horizon \([i, N]\)

\[
\begin{align*}
\min_{U_i} \quad & x_N'Px_N + \sum_{k=i}^{N-1} x_k'Qx_k + u_k'Ru_k \\
\text{subj. to} \quad & x_{k+1} = Ax_k + Bu_k, \quad k = i, \ldots, N - 1 \\
& x_k \in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad k = i, \ldots, N - 1 \\
& x_N \in \mathcal{X}_f \\
& x_i = x(i),
\end{align*}
\tag{11.35}
\]

where \( U_i = [u_i', \ldots, u_{N-1}'] \). As defined in (11.16) and discussed in Section 11.2, \( \mathcal{X}_i \subseteq \mathbb{R}^n \) is the set of initial states \( x(i) \) for which the optimal control problem (11.35) is feasible. We denote by \( U_i^* \) the optimizer of the optimal control problem (11.35).

Problem (11.35) can be translated into the mp-QP

\[
\begin{align*}
\min \quad & U_i'\tilde{H_i}U_i + 2x'(i)\tilde{F}_iU_i + x'(i)\tilde{Y}_i x(i) \\
\text{subj. to} \quad & G_iU_i \leq w_i + E_ix(i),
\end{align*}
\tag{11.36}
\]

where \( \tilde{H_i} = H_i' \succ 0, \tilde{F}_i, \tilde{Y}_i \) are appropriately defined for each \( i \) and \( G_i, w_i, E_i \) are defined in (11.18). The first component of the multiparametric solution of (11.36) has the form

\[
\begin{align*}
u_i^*(x(i)) = f_i(x(i)), \quad \forall x(i) \in \mathcal{X}_i,
\end{align*}
\tag{11.37}
\]

where the control law \( f_i : \mathbb{R}^n \to \mathbb{R}^m \), is continuous and PPWA

\[
f_i(x) = F_i^jx + g_i^j \quad \text{if} \quad x \in CR_i^j, \quad j = 1, \ldots, N_i^j,
\tag{11.38}
\]

\(^1\)Let \( X \begin{bmatrix} A & B' \\ B & C \end{bmatrix} \) and \( A \succ 0. \) Then \( X \succeq 0 \) if and only if the Schur complement \( S = C - BA^{-1}B' \succeq 0. \)
and where the polyhedral sets \( CR^j_i = \{ x \in \mathbb{R}^n : H^j_i x \leq K^j_i \} \), \( j = 1, \ldots, N^r_i \) are a partition of the feasible polyhedron \( X_i \). Therefore the feedback solution \( u^*(k) = f_k(x(k)) \), \( k = 0, \ldots, N - 1 \) of the CFTOC (11.28) is obtained by solving \( N \) mp-QP problems of decreasing size. The following corollary summarizes the final result.

**Corollary 11.3** The state feedback control law \( u^*(k) = f_k(x(k)) \), \( f_k : X_k \subseteq \mathbb{R}^n \rightarrow U \subseteq \mathbb{R}^m \), obtained as a solution of the CFTOC (11.28) and \( k = 0, \ldots, N - 1 \) is time-varying, continuous and piecewise affine on polyhedra

\[
f_k(x) = F^j_k x + g^j_k \quad \text{if} \quad x \in CR^j_k, \quad j = 1, \ldots, N^r_k, \tag{11.39}
\]

where the polyhedral sets \( CR^j_k = \{ x \in \mathbb{R}^n : H^j_k x \leq K^j_k \} \), \( j = 1, \ldots, N^r_k \) are a partition of the feasible polyhedron \( X_k \).

### 11.3.3 State Feedback Solution via Recursive Approach

Consider the dynamic programming formulation of the CFTOC (11.28)

\[
J^*_j(x_j) = \min_{u_j} x'_j Q x_j + u'_j R u_j + J^*_{j+1}(Ax_j + Bu_j) \quad \text{subj. to} \quad x_j \in X, \quad u_j \in U, \\
Ax_j + Bu_j \in X_{j+1} \tag{11.40}
\]

for \( j = 0, \ldots, N - 1 \), with boundary conditions

\[
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and the set (see Remark 7.1 for notation)

\[ X_\infty = \{ x(0) \in \mathbb{R}^n : \text{Problem (11.43) is feasible and } J_*^\infty(x(0)) < +\infty \}. \]  

(11.44)

Because \( Q \succ 0 \), \( R \succ 0 \) any optimizer \( u_k^* \) of problem (11.43) must converge to the origin \( (u_k^* \to 0) \) and so must the state trajectory resulting from the application of \( u_k^* \) \( (x_k^* \to 0) \). Thus the origin \( x = 0, u = 0 \) must lie in the interior of the constraint set \( (X, U) \) (if the origin were not contained in the constraint set then \( J_*^\infty(x(0)) \) would be infinite). For this reason, the set \( X_\infty \) in (11.44) is the maximal stabilizable set \( K_\infty(0) \) of system (11.1) subject to the constraints (11.2) with \( O \) being the origin (Definition 10.13).

If the initial state \( x_0 = x(0) \) is sufficiently close to the origin, then the constraints will never become active and the solution of problem (11.43) will yield the same control input as the unconstrained LQR (8.33). More formally we can define a corresponding invariant set around the origin.

**Definition 11.1 (Maximal LQR Invariant Set \( O_{LQR}^\infty \))** Consider the system \( x(k+1) = Ax(k) + Bu(k) \). \( O_{LQR}^\infty \subset \mathbb{R}^n \) denotes the maximal positively invariant set for the autonomous constrained linear system:

\[
\begin{align*}
x(k + 1) &= (A + BF_{\infty})x(k), \quad x(k) \in X, \quad u(k) \in U, \quad \forall \ k \geq 0,
\end{align*}
\]

where \( u(k) = F_{\infty}x(k) \) is the unconstrained LQR control law (8.33) obtained from the solution of the ARE (8.32).

Therefore, from the previous discussion, there is some finite time \( \bar{N}(x_0) \), depending on the initial state \( x_0 \), at which the state enters \( O_{LQR}^\infty \) and after which the system evolves in an unconstrained manner \( (x_k^* \in X, \ u_k^* \in U, \ \forall k > \bar{N}) \). This consideration allows us to split problem (11.43) into two parts by using the dynamic programming principle, one up to time \( k = \bar{N} \) where the constraints may be active and one for longer times \( k > \bar{N} \) where there are no constraints.

\[
J_*^\infty(x(0)) = \min_{u_0, u_1, \ldots} \sum_{k=0}^{\bar{N}-1} x_k'Qx_k + u_k'Ru_k + J_{\bar{N} \to \infty}^*(x_{\bar{N}})
\]

subj. to \( x_k \in X, \ u_k \in U, \ k = 0, \ldots, \bar{N} - 1 \), \( x_{k+1} = Ax_k + Bu_k, \ k \geq 0 \), \( x_0 = x(0) \),

(11.45)

where

\[
J_{\bar{N} \to \infty}^*(x_{\bar{N}}) = \min_{u_{\bar{N}}, u_{\bar{N}+1}, \ldots} \sum_{k=\bar{N}}^{\infty} x_k'Qx_k + u_k'Ru_k
\]

subj. to \( x_{k+1} = Ax_k + Bu_k, \ k \geq \bar{N} \)

\[
= x_{\bar{N}}'P_{\infty}x_{\bar{N}}.
\]

(11.46)

This key insight due to Sznaier and Damborg [272] is formulated precisely in the following.
Theorem 11.3 (Equality of Finite and Infinite Optimal Control, [260]) For any given initial state \( x(0) \), the solution to \((11.45, 11.46)\) is equal to the infinite time solution of \((11.43)\), if the terminal state \( x_N \) of \((11.45)\) lies in the positive invariant set \( \mathcal{O}^{LQR}_\infty \) and no terminal set constraint is applied in \((11.45)\), i.e., the state ‘voluntarily’ enters the set \( \mathcal{O}^{LQR}_\infty \) after \( N \) steps.

Theorem 11.3 suggests that we can obtain the infinite horizon constrained linear quadratic regulator CLQR by solving the finite horizon problem for a horizon of \( N \) with a terminal weight of \( P = P_\infty \) and no terminal constraint. The critical question of how to determine \( N(x_0) \) or at least an upper bound was studied by several researchers. Chmielewski and Manousiouthakis [85] presented an approach that provides a conservative estimate \( N_{est} \) of the finite horizon \( N(x_0) \) for all \( x_0 \) belonging to a compact set of initial conditions \( S \subseteq \mathcal{K}_\infty(0) \) \( (N_{est} \geq N_S(x_0), \forall x_0 \in S) \). They solve a single, finite dimensional, convex program to obtain \( N_{est} \). Their estimate can be used to compute the PWA solution of \((11.45)\) for a particular set \( S \).

Alternatively, the quadratic program with horizon \( N_{est} \) can be solved to determine \( u_0^*, u_1^*, \ldots, u_{N_{est}}^* \) for a particular \( x(0) \in S \). For a given initial state \( x(0) \), rather then a set \( S \), Scokaert and Rawlings [260] presented an algorithm that attempts to identify \( N(x(0)) \) iteratively. In summary we can state the following Theorem.

Theorem 11.4 (Explicit solution of CLQR) Assume that \((A, B)\) is a stabilizable pair and \((Q^{1/2}, A)\) is an observable pair, \( R > 0 \). The state feedback solution to the CLQR problem \((11.43)\) in a compact set of the initial conditions \( S \subseteq \mathcal{X}_\infty = \mathcal{K}_\infty(0) \) is time-invariant, continuous and piecewise affine on polyhedra

\[
 u^*(k) = f_\infty(x(k)), \quad f_\infty(x) = F_j x + g_j \quad \text{if} \quad x \in CR^j_\infty, \quad j = 1, \ldots, N_\infty^r, \quad (11.47)
\]

where the polyhedral sets \( CR^j_\infty = \{ x \in \mathbb{R}^n : H_j x \leq K_j \} \), \( j = 1, \ldots, N_\infty^r \) are a finite partition of the feasible compact polyhedron \( S \subseteq \mathcal{X}_\infty \).

As argued previously, the complexity of the solution manifested by the number of polyhedral regions depends on the chosen horizon. As the various discussed techniques yield an \( N_{est} \) that may be too large by orders of magnitude this is not a viable proposition. An efficient algorithm for computing the PPWA solution to the CLQR problem is presented next.

11.3.5 CLQR Algorithm

In this section we will sketch an efficient algorithm to compute the PWA solution to the CLQR problem in \((11.43)\) for a given set \( S \) of initial conditions. Details are available in [132, 133]. As a side product, the algorithm also computes \( \hat{N}_S \), the shortest horizon \( \hat{N} \) for which the problem \((11.45), (11.46)\) is equivalent to the infinite horizon problem \((11.43)\).

The idea is as follows. For the CFTOC problem \((11.28)\) with a horizon \( N \) with no terminal constraint \((\mathcal{X}_f = \mathbb{R}^n)\) and terminal cost \( P = P_\infty \), where \( P_\infty \) is the
solution to the ARE (8.32), we solve an mp-QP and obtain the PWA control law.
From Theorem 11.3 we can conclude that for all states which enter the invariant set \( O_{\infty}^{\text{LQR}} \) introduced in Definition 11.1 with the computed control law in \( N \) steps, the infinite-horizon problem has been solved. For these states, which we can identify via a reachability analysis, the computed feedback law is infinite-horizon optimal.

In more detail, we start the procedure by computing the Maximal LQR Invariant Set \( O_{\infty}^{\text{LQR}} \) introduced in Definition 11.1, the polyhedron \( P_0 = O_{\infty}^{\text{LQR}} = \{ x \in \mathbb{R}^n : H_0 x \leq K_0 \} \). Figure 11.2(a) depicts \( O_{\infty}^{\text{LQR}} \). Then, the algorithm finds a point \( \bar{x} \) by stepping over a facet of \( O_{\infty}^{\text{LQR}} \) with a small step \( \epsilon \), as described in [19]. If (11.28) is feasible for horizon \( N = 1 \) (terminal set constraint \( \mathcal{X}_T = \mathbb{R}^n \), terminal cost \( P = P_{\infty} \) and \( x(0) = \bar{x} \), the active constraints will define the neighboring polyhedron \( \mathcal{P}_1 = \{ x \in \mathbb{R}^n : H_1 x \leq K_1 \} \) (\( \bar{x} \in \mathcal{P}_1 \), see Figure 11.2(b)) [44]. By Theorem 11.3, the finite time optimal solution computed above equals the infinite time optimal solution if \( x_1 \in O_{\infty}^{\text{LQR}} \). Therefore we extract from \( \mathcal{P}_1 \) the set of points that will enter \( O_{\infty}^{\text{LQR}} \) in \( N = 1 \) time-steps, provided that the optimal control law as-

![Figure 11.2 CLQR Algorithm. Region Exploration.](image-url)

(a) Compute positive invariant region \( O_{\infty}^{\text{LQR}} \) and step over facet with step-size \( \epsilon \).

(b) Solve QP for new point with horizon \( N = 1 \) to create the first constrained region \( \mathcal{P}_1 \).

(c) Compute reachability subset of \( \mathcal{P}_1 \) to obtain \( \mathcal{ITP}_1 \).
sociated with $P_1$ (i.e., $U_1^* = F_1x(0) + g_1$) is applied. The Infinite Time Polyhedron (ITP$_1$) is therefore defined by the intersection of the following two polyhedra:

$$x_1 \in O^{\text{LQR}}_\infty, \quad x_1 = Ax_0 + BU_1^*, \quad (11.48a)$$
$$x_0 \in P_1. \quad (11.48b)$$

Equation (11.48a) is the reachability constraint and (11.48b) defines the set of states for which the computed feedback law is feasible and optimal over $N = 1$ steps (see [44] for details). The intersection is the set of points for which the control law is infinite time optimal.

A general step $r$ of the algorithm involves stepping over a facet to a new point $\bar{x}$ and determining the polyhedron $P_r$ and the associated control law ($U_N^r = F_rx(0) + g_r$) from (11.28) with horizon $N$. Then we extract from $P_r$ the set of points that will enter $O^{\text{LQR}}_\infty$ in $N$ time-steps, provided that the optimal control law associated with $P_r$ is applied. The Infinite Time Polyhedron (ITP$_r$) is therefore defined by the intersection of the following two polyhedra:

$$x_N \in O^{\text{LQR}}_\infty \quad (11.49a)$$
$$x_0 \in P_r. \quad (11.49b)$$

This intersection is the set of points for which the control law is infinite time optimal. Note that, as for $x_1$ in the one-step case, $x_N$ in (11.49a) can be described as a linear function of $x_0$ by substituting the feedback sequence $U_N^r = F_rx_0 + g_r$ into the LTI system dynamics (11.1).

We continue exploring the facets increasing $N$ when necessary. The algorithm terminates when we have covered $S$ or when we can no longer find a new feasible polyhedron $P_r$. The following theorem shows that the algorithm also provides the horizon $\bar{N}_S$ for compact sets. Exact knowledge of $\bar{N}_S$ can serve to improve the performance of a wide array of algorithms presented in the literature.

**Theorem 11.5 (Exact Computation of $\bar{N}_S$, [132, 133])** If we explore any given compact set $S$ with the proposed algorithm, the largest resulting horizon is equal to $\bar{N}_S$, i.e.,

$$\bar{N}_S = \max_{ITP_r^N} \max_{r=0,...,R} N.$$  

Often the proposed algorithm is more efficient than standard multi-parametric solvers, even if finite horizon optimal controllers are sought. The initial polyhedral representation $P_r$ contains redundant constraints which need to be removed in order to obtain a minimal representation of the controller region. The intersection with the reachability constraint, as proposed here, can simplify this constraint removal.

### 11.3.6 Examples

**Example 11.2** Consider the double integrator (11.23). We want to compute the state feedback optimal controller that solves problem (11.28) with $N = 6$, $Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$,
$R = 0.1$, $P$ is equal to the solution of the Riccati equation (8.32), $\mathcal{X}_f = \mathbb{R}^2$. The input constraints are

$$-1 \leq u(k) \leq 1, \ k = 0, \ldots, 5$$  \hspace{1cm} (11.50)

and the state constraints

$$-10 \leq x(k) \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix}, \ k = 0, \ldots, 5.$$  \hspace{1cm} (11.51)

This task is addressed as shown in Section (11.3.2). The feedback optimal solution $u^*(0), \ldots, u^*(5)$ is computed by solving six mp-QP problems and the corresponding polyhedral partitions of the state space are depicted in Fig. 11.3. Only the last two optimal control moves are reported below:

$$u^*(5) = \begin{cases} 
[-0.58, -1.55] x(5) & \text{if } \begin{bmatrix} -0.35 & -0.94 \\ 0.35 & 0.94 \\ 1.00 & 0.00 \\ -1.00 & 0.00 \\ x(5) \end{bmatrix} \leq \begin{bmatrix} 0.61 \\ 10.00 \\ 10.00 \end{bmatrix} \text{ (Region #1)} \\
\text{1.00} & \text{if } \begin{bmatrix} 0.35 & 0.94 \\ 0.00 & -1.00 \\ -0.71 & -0.71 \\ 1.00 & 0.00 \\ 1.00 & 0.00 \end{bmatrix} x(5) \leq \begin{bmatrix} -0.61 \\ 10.00 \\ 10.00 \end{bmatrix} \text{ (Region #2)} \\
\text{-1.00} & \text{if } \begin{bmatrix} -0.35 & -0.94 \\ 1.00 & 0.00 \\ 0.00 & 1.00 \\ -0.71 & 0.71 \end{bmatrix} x(5) \leq \begin{bmatrix} -0.61 \\ 10.00 \\ 7.07 \end{bmatrix} \text{ (Region #3)} 
\end{cases}$$

$$u^*(4) = \begin{cases} 
[-0.58, -1.55] x(4) & \text{if } \begin{bmatrix} -0.35 & -0.94 \\ 0.35 & 0.94 \\ -0.77 & -0.64 \\ 0.77 & 0.64 \end{bmatrix} x(4) \leq \begin{bmatrix} 0.61 \\ 2.43 \\ 2.43 \end{bmatrix} \text{ (Region #1)} \\
\text{1.00} & \text{if } \begin{bmatrix} 0.29 & 0.96 \\ -0.71 & -0.71 \\ -0.45 & -0.89 \\ 1.00 & 0.00 \\ 1.00 & 0.00 \end{bmatrix} x(4) \leq \begin{bmatrix} -0.37 \\ 10.00 \\ 7.07 \end{bmatrix} \text{ (Region #2)} \\
\text{1.00} & \text{if } \begin{bmatrix} 0.29 & 0.96 \\ 0.35 & 0.94 \\ 0.00 & -1.00 \\ -0.71 & -0.71 \\ 1.00 & 0.00 \\ 1.00 & 0.00 \end{bmatrix} x(4) \leq \begin{bmatrix} -0.37 \\ -0.61 \\ 10.00 \\ 7.07 \end{bmatrix} \text{ (Region #3)} \\
\text{-1.00} & \text{if } \begin{bmatrix} -0.29 & -0.96 \\ 1.00 & 0.00 \\ 0.00 & 1.00 \\ -1.00 & 0.00 \\ 0.71 & 0.71 \\ 0.45 & 0.89 \end{bmatrix} x(4) \leq \begin{bmatrix} -0.37 \\ 10.00 \\ 7.07 \end{bmatrix} \text{ (Region #4)} \\
\text{-1.00} & \text{if } \begin{bmatrix} -0.29 & -0.96 \\ 1.00 & 0.00 \\ 0.00 & 1.00 \\ -1.00 & 0.00 \\ 0.71 & 0.71 \\ 0.45 & 0.89 \end{bmatrix} x(4) \leq \begin{bmatrix} -0.37 \\ 10.00 \\ 7.07 \end{bmatrix} \text{ (Region #5)} \\
[-0.44, -1.43] x(4) - 0.46 & \text{if } \begin{bmatrix} -0.29 & -0.96 \\ 0.29 & 0.96 \\ -0.77 & -0.64 \\ 1.00 & 0.00 \end{bmatrix} x(4) \leq \begin{bmatrix} 0.98 \\ 0.37 \\ 2.43 \end{bmatrix} \text{ (Region #6)} \\
[-0.44, -1.43] x(4) + 0.46 & \text{if } \begin{bmatrix} -0.29 & -0.96 \\ 0.29 & 0.96 \\ 0.77 & 0.64 \\ -1.00 & 0.00 \end{bmatrix} x(4) \leq \begin{bmatrix} 0.37 \\ 0.98 \\ -2.43 \end{bmatrix} \text{ (Region #7)} 
\end{cases}$$
Figure 11.3 Example 11.2. Double Integrator, 2-norm objective function, horizon $N = 6$. Partition of the state space for the time-varying optimal control law. Polyhedra with the same control law were merged.
Note that by increasing the horizon \( N \), the control law changes only far away from the origin, the larger \( N \) the more in the periphery. This must be expected from the results of Section 11.3.5. The control law does not change anymore with increasing \( N \) in the set where the CFTOC law becomes equal to the constrained infinite-horizon linear quadratic regulator (CLQR) problem. This set gets larger as \( N \) increases [85, 260].

**Example 11.3** The infinite time CLQR (11.43) was determined for Example 11.2 by using the approach presented in Section 11.3.4. The resulting \( \bar{N}_S \) is 12. The state space is divided into 117 polyhedral regions and is depicted in Fig. 11.4(a). In Fig. 11.4(b) the same control law is represented where polyhedra with the same affine control law were merged.

![Figure 11.4 Example 11.3. Double Integrator, 2-norm objective function, horizon \( N = \infty \). Partition of the state space for the time invariant optimal control law.](image)

Next we consider problem (11.9) with \( J_0(\cdot) \) defined by (11.7) with \( p = 1 \) or \( p = \infty \). In the following section we will concentrate on the \( \infty \)-norm, the results can be extended easily to cost functions with 1-norm or mixed 1/\( \infty \) norms.
\[ J^*_0(x(0)) = \min_{U_0} J_0(x(0), U_0) = \|Px_N\|_p + \sum_{k=0}^{N-1} \|Qx_k\|_p + \|Ru_k\|_p \]

subject to
\[
\begin{align*}
A x_k + B u_k, & \quad k = 0, \ldots, N - 1 \\
x_k & \in X, \quad u_k \in U, \quad k = 0, \ldots, N - 1 \\
x_N & \in X_f \\
x_0 & = x(0).
\end{align*}
\]

(11.52)

### 11.4.1 Solution via LP

The optimal control problem (11.52) with \( p = \infty \) can be rewritten as a linear program by using the approach presented in Section 9.2. Therefore, problem (11.52) can be reformulated as the following LP problem:

\[
\begin{align*}
& \text{min} \quad z_0 \\
& \text{subject to} \\
& -1_n \varepsilon_k^x \leq \pm Q A^k x_0 + \sum_{j=0}^{k-1} A^j B u_{k-1-j}, \\
& -1_r \varepsilon_N^x \leq \pm P A^N x_0 + \sum_{j=0}^{N-1} A^j B u_{N-1-j}, \\
& -1_m \varepsilon_k^u \leq \pm R u_k, \\
& A^k x_0 + \sum_{j=0}^{k-1} A^j B u_{k-1-j} \in X, \quad u_k \in U, \\
& A^N x_0 + \sum_{j=0}^{N-1} A^j B u_{N-1-j} \in X_f, \\
& k = 0, \ldots, N - 1 \\
& x_0 = x(0).
\end{align*}
\]

(11.53a)

where constraints (11.53b)–(11.53f) are componentwise, and \( \pm \) means that the constraint appears once with each sign.

Problem (11.53) can be rewritten in the more compact form

\[
\begin{align*}
& \text{min} \quad c_0^t z_0 \\
& \text{subject to} \\
& \bar{G}_0 z_0 \leq \bar{w}_0 + \bar{S}_0 x(0),
\end{align*}
\]

(11.54)

where \( z_0 = \{\varepsilon_0^x, \ldots, \varepsilon_N^x, \varepsilon_0^u, \ldots, \varepsilon_{N-1}^u, u'_0, \ldots, u'_{N-1}\} \in \mathbb{R}^s, \quad s = (m+1)N + N + 1 \) and

\[
\begin{align*}
\bar{G}_0 &= \begin{bmatrix} G_x^z & G_z^z & G_u^z \end{bmatrix} \\
\bar{S}_0 &= \begin{bmatrix} S_x & E_0 \end{bmatrix} \\
\bar{w}_0 &= \begin{bmatrix} w_x \\ w_0 \end{bmatrix}
\end{align*}
\]

(11.55)
where \([G_ε^x, G_ε^u, G_ε^c]\) is the block partition of the matrix \(G_ε\) into the three parts corresponding to the variables \(ε_0^x, ε_0^u\) and \(u_i\) respectively. The vector \(c_0\) and the submatrices \(G_ε, w_ε, S_ε\) associated with the constraints (11.53b)-(11.53d) are defined in (9.10). The matrices \(G_0, w_0\) and \(E_0\) are defined in (11.18) for \(i = 0\).

For a given vector \(x(0)\) the optimal input sequence \(U^*_0\) solving problem (11.54) can be computed by using a Linear Program (LP) solver (see Section 2.2 for LP definition and properties and Chapter 3 for fast numerical methods for solving LPs).

To obtain the problem (11.54) we have eliminated the state variables and equality constraints \(x_{k+1} = Ax_k + Bu_k\) by successive substitution so that we are left with \(u_0, \ldots, u_{N-1}\) and the slack variables \(ε\) as the only decision variables, and \(x(0)\) as a parameter vector. As in the 2-norm case, it might be more efficient to solve an LP problem with equality and inequality constraints so that sparsity can be exploited. We omit the details and refer the reader to the construction of the QP problem without substitution in section 11.3.1.

### 11.4.2 State Feedback Solution via Batch Approach

As shown in the previous section, problem (11.52) can be rewritten in the compact form

\[
\begin{align*}
\text{min} & \quad c_0^T z_0 \\
\text{subj. to} & \quad G_0 z_0 \leq \bar{w}_0 + \bar{S}_0 x(0),
\end{align*}
\]  

(11.56)

where \(z_0 = \{ε_0^x, \ldots, ε_N^x, ε_0^u, \ldots, ε_{N-1}^u, u_0', \ldots, u_{N-1}'\} \in \mathbb{R}^s, s = (m+1)N + N + 1\). As in the 2-norm case, by treating \(x(0)\) as a vector of parameters, problem (11.56) becomes a multiparametric linear program (mp-LP) that can be solved as described in Section 6.2. Once the multiparametric problem (11.56) has been solved, the explicit solution \(z^*_0(x(0))\) of (11.56) is available as a piecewise affine function of \(x(0)\), and the optimal control law \(u^*(0)\) is also available explicitly, as the optimal input \(u^*(0)\) consists simply of \(m\) components of \(z^*_0(x(0))\)

\[
u^*(0) = [0 \ldots 0 I_m 0 \ldots 0] z^*_0(x(0)).
\]  

(11.57)

Theorem 6.5 states that there always exists a continuous PPWA solution \(z^*_0(x)\) of the mp-LP problem (11.56). Clearly the same properties are inherited by the controller. The following Corollaries of Theorem 6.5 summarize the analytical properties of the optimal control law and of the value function.

**Corollary 11.4** There exists a control law \(u^*(0) = f_0(x(0)), f_0: \mathbb{R}^n \rightarrow \mathbb{R}^m\), obtained as a solution of the CFTOC (11.52) with \(p = 1\) or \(p = \infty\), which is continuous and PPWA

\[
f_0(x) = F_0^j x + g_0^j \quad \text{if} \quad x \in CR_0^j, \quad j = 1, \ldots, N_0^r,
\]  

(11.58)

where the polyhedral sets \(CR_0^j = \{H_0^j x \leq k_0^j\}, j = 1, \ldots, N_0^r\), are a partition of the feasible set \(X_0\).
Corollary 11.5  The value function $J^*(x)$ obtained as a solution of the CFTOC (11.52) is convex and PPWA.

Remark 11.7  Note that if the optimizer of problem (11.52) is unique for all $x(0) \in \mathcal{X}_i$, then Corollary 11.4 reads: “The control law $u^*(0) = f_0(x(0))$, $f_0 : \mathbb{R}^n \rightarrow \mathbb{R}^m$, obtained as a solution of the CFTOC (11.52) with $p = 1$ or $p = \infty$, is continuous and PPWA, . . .”. From the results of Section 6.2 we know that in case of multiple optimizers for some $x(0) \in \mathcal{X}_i$, a continuous control law of the form (11.58) can always be computed.

The multiparametric solution of (11.56) provides the open-loop optimal sequence $u^*(0), \ldots, u^*(N-1)$ as an affine function of the initial state $x(0)$. The state feedback PPWA optimal controllers $u^*(k) = f_k(x(k))$ with $f_k : \mathcal{X}_k \rightarrow \mathcal{U}$ for $k = 1, \ldots, N$ are computed in the following way. Consider the same CFTOC (11.52) over the shortened time horizon $[i, N]$

$$
\begin{align*}
\min_{U_i} & \quad \|P x_N\|_p + \sum_{k=i}^{N-1} \|Q x_k\|_p + \|R u_k\|_p \\
\text{subj. to} & \quad x_{k+1} = Ax_k + Bu_k, \quad k = i, \ldots, N-1 \\
& \quad x_k \in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad k = i, \ldots, N-1 \\
& \quad x_N \in \mathcal{X}_{f} \\
& \quad x_i = x(i),
\end{align*}
$$

(11.59)

where $U_i = [u_i', \ldots, u_{N-1}']$ and $p = 1$ or $p = \infty$. As defined in (11.16) and discussed in Section 11.2, $\mathcal{X}_i \subseteq \mathbb{R}^n$ is the set of initial states $x(i)$ for which the optimal control problem (11.59) is feasible. We denote by $U_i^*$ one of the optimizers of the optimal control problem (11.59).

Problem (11.59) can be translated into the mp-LP

$$
\begin{align*}
\min_{z_i} & \quad c_i' z_i \\
\text{subj. to} & \quad G_i z_i \leq \bar{w}_i + \bar{S}_i x(i),
\end{align*}
$$

(11.60)

where $z_i = \{\varepsilon_i^r, \ldots, \varepsilon_N^r, \varepsilon_i^u, \ldots, \varepsilon_{N-1}^u, u_i', \ldots, u_{N-1}'\}$ and $c_i, G_i, \bar{S}_i, \bar{w}_i$, are appropriately defined for each $i$. The component $u_i^*$ of the multiparametric solution of (11.60) has the form

$$
u_i^*(x(i)) = f_i(x(i)), \quad \forall x(i) \in \mathcal{X}_i,
$$

(11.61)

where the control law $f_i : \mathbb{R}^n \rightarrow \mathbb{R}^m$, is continuous and PPWA

$$
f_i(x) = F_i^j x + g_i^j \quad \text{if} \quad x \in CR_i^j, \quad j = 1, \ldots, N_f^i
$$

(11.62)

and where the polyhedral sets $CR_i^j = \{x \in \mathbb{R}^n : H_i^j x \leq K_i^j\}$, $j = 1, \ldots, N_f^i$ are a partition of the feasible polyhedron $\mathcal{X}_i$. Therefore the feedback solution $u^*(k) = f_k(x(k))$, $k = 0, \ldots, N-1$ of the CFTOC (11.52) with $p = 1$ or $p = \infty$ is obtained by solving $N$ mp-LP problems of decreasing size. The following corollary summarizes the final result.
Corollary 11.6 There exists a state feedback control law \( u^*(k) = f_k(x(k)), \ f_k : X_k \subseteq \mathbb{R}^n \to U \subseteq \mathbb{R}^m \), solution of the CFTOC (11.52) for \( p = 1 \) or \( p = \infty \) and \( k = 0, \ldots, N - 1 \) which is time-varying, continuous and piecewise affine on polyhedra
\[
f_k(x) = P_k^j x + g_k^j \text{ if } x \in CR_k^j, \quad j = 1, \ldots, N_k^r,
\]
where the polyhedral sets \( CR_k^j = \{ x \in \mathbb{R}^n : H_k^j x \leq K_k^j \}, j = 1, \ldots, N_k^r \) are a partition of the feasible polyhedron \( X_k \).

11.4.3 State Feedback Solution via Recursive Approach

Consider the dynamic programming formulation of (11.52) with \( J_0(\cdot) \) defined by (11.7) with \( p = 1 \) or \( p = \infty \)
\[
J^*_j(x_j) = \min_{u_j} \| Q x_j \|_p + \| R u_j \|_p + J^*_{j+1}(A x_j + B u_j) \quad \text{subj. to } \ x_j \in X, \ u_j \in U \quad \text{Ax}_j + Bu_j \in X_{j+1},
\]
for \( j = 0, \ldots, N - 1 \), with boundary conditions
\[
J^*_N(x_N) = \| P x_N \|_p \\
X_N = X_f.
\]

Unlike for the 2-norm case the dynamic program (11.64)-(11.66) can be solved as explained in the next theorem.

Theorem 11.6 The state feedback piecewise affine solution (11.63) of the CFTOC (11.52) for \( p = 1 \) or \( p = \infty \) is obtained by solving the optimization problem (11.64)-(11.66) via \( N \) mp-LPs.

Proof: Consider the first step \( j = N - 1 \) of dynamic programming (11.64)-(11.66)
\[
J^*_{N-1}(x_{N-1}) = \min_{u_{N-1}} \| Q x_{N-1} \|_p + \| R u_{N-1} \|_p + J^*_N(A x_{N-1} + B u_{N-1}) \quad \text{subj. to } \ x_{N-1} \in X, \ u_{N-1} \in U \quad Ax_{N-1} + Bu_{N-1} \in X_f.
\]
\[
J^*_N(x_N), u^*_N(x_N) \text{ and } X_{N-1} \text{ are computable via the mp-LP:}
\]
\[
J^*_N(x_N) = \min_{\mu, u_{N-1}} \mu \quad \text{subj. to } \mu \geq \| Q x_{N-1} \|_p + \| R u_{N-1} \|_p + \| P(A x_{N-1} + B u_{N-1}) \|_p \quad x_{N-1} \in X, \ u_{N-1} \in U \quad Ax_{N-1} + Bu_{N-1} \in X_f.
\]

The constraint \( \mu \geq \| Q x_{N-1} \|_p + \| R u_{N-1} \|_p + \| P(A x_{N-1} + B u_{N-1}) \|_p \) in (11.68) is converted into a set of linear constraints as discussed in Remark 2.1 of Section 2.2.5.
For instance, if \( p = \infty \) we follow the approach of Section 9.3 and rewrite the constraint as

\[
\begin{align*}
\mu & \geq \varepsilon_{N-1} + \varepsilon_N \\
-1_n \varepsilon_N & \leq \pm Q x_{N-1} \\
-1_m \varepsilon_N & \leq \pm R u_{N-1} \\
-1_r \varepsilon_N & \leq \pm P \left[ A x_{N-1} + B u_{N-1} \right]
\end{align*}
\]

By Theorem 6.5, \( J_{N-1}^* \) is a convex and piecewise affine function of \( x_{N-1} \), the corresponding optimizer \( u_{N-1}^* \) is piecewise affine and continuous, and the feasible set \( \mathcal{X}_{N-1} \) is a polyhedron. Without any loss of generality we assume \( J_{N-1}^* \) to be described as follows: \( J_{N-1}^*(x_{N-1}) = \max_{i=1,...,n_{N-1}} \{ \ell_i^t x_{N-1} + d_i \} \) (see Section 2.2.5 for convex PPWA functions representation) where \( n_{N-1} \) is the number of affine components comprising the value function \( J_{N-1}^* \). At step \( j = N - 2 \) of dynamic programming (11.64)-(11.66) we have

\[
J_{N-2}^*(x_{N-2}) = \min_{u_{N-2}} \quad \| Q x_{N-2} \|_p + \| R u_{N-2} \|_p + J_{N-1}^*(A x_{N-2} + B u_{N-2})
\]

subject to

\[
\begin{align*}
x_{N-2} & \in \mathcal{X}, \quad u_{N-2} \in \mathcal{U} \\
A x_{N-2} + B u_{N-2} & \in \mathcal{X}_{N-1}
\end{align*}
\]

(11.70)

Since \( J_{N-1}^*(x) \) is a convex and piecewise affine function of \( x \), the problem (11.70) can be recast as the following mp-LP (see Section 2.2.5 for details)

\[
J_{N-2}^*(x_{N-2}) = \min_{\mu, u_{N-2}} \quad \mu
\]

subject to

\[
\begin{align*}
\mu & \geq \| Q x_{N-2} \|_p + \| R u_{N-2} \|_p + c_i(A x_{N-2} + B u_{N-2}) + d_i \\
i & = 1, \ldots, n_{N-1} \\
x_{N-2} & \in \mathcal{X}, \quad u_{N-2} \in \mathcal{U} \\
A x_{N-2} + B u_{N-2} & \in \mathcal{X}_{N-1}
\end{align*}
\]

(11.71)

\( J_{N-2}^*(x_{N-2}), u_{N-2}^*(x_{N-2}) \) and \( \mathcal{X}_{N-2} \) are computed by solving the mp-LP (11.71). By Theorem 6.5, \( J_{N-2}^* \) is a convex and piecewise affine function of \( x_{N-2} \), the corresponding optimizer \( u_{N-2}^* \) is piecewise affine and continuous, and the feasible set \( \mathcal{X}_{N-2} \) is a convex polyhedron.

The convexity and piecewise linearity of \( J_j^* \) and the polyhedra representation of \( \mathcal{X}_j \) still hold for \( j = N - 3, \ldots, 0 \) and the procedure can be iterated backwards in time, proving the theorem.

Consider the state feedback piecewise affine solution (11.63) of the CFTOC (11.52) for \( p = 1 \) or \( p = \infty \) and assume we are interested only in the optimal controller at time 0. In this case, by using duality arguments we can solve the equations (11.64)-(11.66) by using vertex enumerations and one mp-LP. This is proven in the next theorem.

**Theorem 11.7** The state feedback piecewise affine solution (11.63) at time \( k = 0 \) of the CFTOC (11.52) for \( p = 1 \) or \( p = \infty \) is obtained by solving the optimization problem (11.64)-(11.66) via one mp-LP.
Proof: Consider the first step $j = N - 1$ of dynamic programming (11.64)-(11.66)

$$J_{N-1}^*(x_{N-1}) = \min_{u_{N-1}} \|Qx_{N-1}\|_p + \|Ru_{N-1}\|_p + J_N^*(Ax_{N-1} + Bu_{N-1})$$
subj. to
$$x_{N-1} \in \mathcal{X}, \quad u_{N-1} \in \mathcal{U}$$
$$Ax_{N-1} + Bu_{N-1} \in \mathcal{X}_f$$

(11.72)

and the corresponding mp-LP:

$$J_{N-1}^*(x_{N-1}) = \min_{\mu, u_{N-1}} \mu$$
subj. to
$$\mu \geq \|Qx_{N-1}\|_p + \|Ru_{N-1}\|_p + \|P(Ax_{N-1} + Bu_{N-1})\|_p$$
$$x_{N-1} \in \mathcal{X}, \quad u_{N-1} \in \mathcal{U}$$
$$Ax_{N-1} + Bu_{N-1} \in \mathcal{X}_f.$$ (11.73)

By Theorem 6.5, $J_{N-1}^*$ is a convex and piecewise affine function of $x_{N-1}$, and the feasible set $\mathcal{X}_{N-1}$ is a polyhedron. $J_{N-1}^*$ and $\mathcal{X}_{N-1}$ are computed without explicitly solving the mp-LP (11.73). Rewrite problem (11.73) in the more compact form

$$\min_{z_{N-1}} \quad c_{N-1}' z_{N-1}$$
subj. to
$$\bar{G}_{N-1} z_{N-1} \leq \bar{w}_{N-1} + \bar{S}_{N-1} x_{N-1},$$

(11.74)

where $z_{N-1}$ collects the optimization variables $\mu, u_{N-1}$ and the auxiliary variables need to transform the constraint $\mu \geq \|Qx_{N-1}\|_p + \|Ru_{N-1}\|_p + \|P(Ax_{N-1} + Bu_{N-1})\|_p$ into a set of linear constraints. Consider the Linear Program dual of (11.74)

$$\max_v \quad -(\bar{w}_{N-1} + \bar{S}_{N-1} x_{N-1})' v$$
subj. to
$$\bar{G}_{N-1}' v = -c_{N-1}$$
$$v \geq 0.$$ (11.75)

Consider the dual feasibility polyhedral $\mathcal{P}_d = \{v \geq 0 : \bar{G}_{N-1}' v = -c_{N-1}\}$. Let $\{V_1, \ldots, V_k\}$ be the vertices of $\mathcal{P}_d$ and $\{y_1, \ldots, y_e\}$ be the rays of $\mathcal{P}_d$. Since we have a zero duality gap, we have that

$$J_{N-1}^*(x_{N-1}) = \max_{i=1,\ldots,k} \{-(\bar{w}_{N-1} + \bar{S}_{N-1} x_{N-1})' V_i\}$$
i.e.,

$$J_{N-1}^*(x_{N-1}) = \max_{i=1,\ldots,k} \{-(V_i' \bar{S}_{N-1}) x_{N-1} - \bar{w}_{N-1}' V_i\}.$$ 

Recall that if the dual of a mp-LP is unbounded, then the primal is infeasible (Theorem 6.3). For this reason the feasible set $\mathcal{X}_{N-1}$ is obtained by requiring that the cost of (11.75) does not increase in the direction of the rays:

$$\mathcal{X}_{N-1} = \{x_{N-1} : -(\bar{w}_{N-1} + \bar{S}_{N-1} x_{N-1})' y_i \leq 0, \quad \forall i = 1, \ldots, e\}$$

with $J_{N-1}^*(x_{N-1})$ and $\mathcal{X}_{N-1}$ available, we can iterate the procedure backwards in time for steps $N - 2, N - 3, \ldots, 1$. At step 0 one mp-LP will be required in order to compute $u_0^*(x(0))$. 

\[ \boxed{} \]
11.4.4 Example

**Example 11.4** Consider the double integrator system (11.23). We want to compute the state feedback optimal controller that solves (11.52) with \( p = \infty \), \( N = 6 \), \( P = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), \( Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \), \( R = 0.8 \), subject to the input constraints

\[
\mathcal{U} = \{ u \in \mathbb{R} : -1 \leq u \leq 1 \}
\]  

(11.76)

and the state constraints

\[
\mathcal{X} = \{ x \in \mathbb{R}^2 : \begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix} \}
\]  

(11.77)

and \( \mathcal{X} = \mathcal{X} \). The optimal feedback solution \( u^*(0), \ldots, u^*(5) \) was computed by solving six mp-LP problems and the corresponding polyhedral partitions of the state space are depicted in Fig. 11.5, where polyhedra with the same control law were merged. Only the last optimal control move is reported below:

\[
u^*(5) = \begin{cases} 
0 & \text{if } \begin{bmatrix} 0.45 & 0.89 \\ 1.00 & 0.00 \\ -0.71 & -0.71 \\ -1.00 & -0.00 \end{bmatrix} x(5) \leq \begin{bmatrix} 0.00 \\ 0.00 \\ 7.07 \\ 10.00 \end{bmatrix} \text{ (Region } \#1) \\
0 & \text{if } \begin{bmatrix} -0.45 & -0.89 \\ -1.00 & 0.00 \\ 0.71 & 0.71 \\ 1.00 & -0.00 \end{bmatrix} x(5) \leq \begin{bmatrix} 0.00 \\ 0.00 \\ 7.07 \\ 10.00 \end{bmatrix} \text{ (Region } \#2) \\
\begin{bmatrix} -1.00 & -2.00 \end{bmatrix} x(5) & \text{if } \begin{bmatrix} -0.45 & -0.89 \\ 0.45 & 0.89 \\ 0.71 & 0.71 \\ -1.00 & -0.00 \end{bmatrix} x(5) \leq \begin{bmatrix} 0.00 \\ 0.00 \\ 0.45 \\ 10.00 \end{bmatrix} \text{ (Region } \#3) \\
\begin{bmatrix} -1.00 & -2.00 \end{bmatrix} x(5) & \text{if } \begin{bmatrix} -0.45 & -0.89 \\ 0.45 & 0.89 \\ -0.71 & -0.71 \\ 1.00 & -0.00 \end{bmatrix} x(5) \leq \begin{bmatrix} 0.00 \\ 0.00 \\ 0.45 \\ 10.00 \end{bmatrix} \text{ (Region } \#4) \\
\begin{bmatrix} 1.00 & 0.00 \end{bmatrix} x(5) & \text{if } \begin{bmatrix} -0.71 & -0.71 \\ -1.00 & 0.00 \\ 1.00 & 0.00 \\ -0.00 & 1.00 \end{bmatrix} x(5) \leq \begin{bmatrix} 0.00 \\ 1.00 \\ 1.00 \\ 10.00 \end{bmatrix} \text{ (Region } \#5) \\
\begin{bmatrix} 1.00 & 0.00 \end{bmatrix} x(5) & \text{if } \begin{bmatrix} 0.71 & 0.71 \\ -1.00 & 0.00 \\ 1.00 & 0.00 \\ -0.00 & 1.00 \end{bmatrix} x(5) \leq \begin{bmatrix} 0.00 \\ 0.00 \\ 1.00 \\ 10.00 \end{bmatrix} \text{ (Region } \#6) \\
1.00 & \text{if } \begin{bmatrix} 0.45 & 0.89 \\ -1.00 & 0.00 \\ -0.00 & 1.00 \\ 1.00 & -0.00 \end{bmatrix} x(5) \leq \begin{bmatrix} -0.45 \\ -1.00 \\ -1.00 \\ 10.00 \end{bmatrix} \text{ (Region } \#7) \\
-1.00 & \text{if } \begin{bmatrix} -0.45 & -0.89 \\ 1.00 & 0.00 \\ -1.00 & -0.00 \\ 0.00 & 1.00 \end{bmatrix} x(5) \leq \begin{bmatrix} -0.45 \\ -1.00 \\ -1.00 \\ 10.00 \end{bmatrix} \text{ (Region } \#8) 
\end{cases}
\]  

(11.78)

Note that the controller (11.78) is piecewise linear around the origin. In fact, the origin belongs to multiple regions (1 to 6). Note that the number \( N_i^\prime \) of regions is not always increasing with decreasing \( i \) (\( N_2^\prime = 8 \), \( N_4^\prime = 12 \), \( N_3^\prime = 12 \), \( N_5^\prime = 26 \), \( N_9^\prime = 28 \), \( N_6^\prime = 26 \)). This is due to the merging procedure, before merging we have \( N_2^\prime = 12 \), \( N_4^\prime = 22 \), \( N_3^\prime = 40 \), \( N_5^\prime = 72 \), \( N_9^\prime = 108 \), \( N_6^\prime = 152 \).
11.4.5 Infinite-Time Solution

Assume that $Q$ and $R$ have full column rank and that the constraint sets $\mathcal{X}$ and $\mathcal{U}$ contain the origin in their interior. Consider the following infinite-horizon problem with constraints

$$J_\infty^*(x(0)) = \min_{u_0, u_1, \ldots} \sum_{k=0}^{\infty} \|Qx_k\|_p + \|Ru_k\|_p$$

subj. to

$$x_{k+1} = Ax_k + Bu_k, \quad k = 0, \ldots, \infty$$
$$x_k \in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad k = 0, \ldots, \infty$$
$$x_0 = x(0)$$

and the set

$$\mathcal{X}_\infty = \{x(0) \in \mathbb{R}^n : \text{Problem (11.79) is feasible and } J_\infty^*(x(0)) < +\infty\}.$$  (11.80)

Because $Q$ and $R$ have full column rank, any optimizer $u_k^*$ of problem (11.43) must converge to the origin ($u_k^* \to 0$) and so must the state trajectory resulting from the application of $u_k^*$ ($x_k^* \to 0$). Thus the origin $x = 0, u = 0$ must lie in the interior of the constraint set $(\mathcal{X}, \mathcal{U})$. (If the origin were not contained in the constraint set then $J_\infty^*(x(0))$ would be infinite.) Furthermore, if the initial state $x_0 = x(0)$ is sufficiently close to the origin, then the state and input constraints will never become active and the solution of problem (11.43) will yield the unconstrained optimal controller (9.31).

The discussion for the solution of the infinite horizon constrained linear quadratic regulator (Section 11.3.4) by means of the batch approach can be repeated here with one precaution. Since the unconstrained optimal controller (if it exists) is PPWA the computation of the Maximal Invariant Set for the autonomous constrained piecewise linear system is more involved and requires algorithms which will be presented later in Chapter 17.

Differently from the 2-norm case, here the use of dynamic programming for computing the infinite horizon solution is a viable alternative to the batch approach. Convergence conditions for the dynamic programming strategy and convergence guarantees for the resulting possibly discontinuous closed-loop system are given in [87]. A computationally efficient algorithm to obtain the infinite time optimal solution, based on a dynamic programming exploration strategy with a multi-parametric linear programming solver and basic polyhedral manipulations, is also presented in [87].

Example 11.5 We consider the double integrator system (11.23) from Example 11.4 with $N = \infty$.

The partition of the state space for the time invariant optimal control law is shown in Fig. 11.6(a) and consists of 202 polyhedral regions. In Fig. 11.6(b) the same control law is represented where polyhedra with the same affine control law were merged.
11.5 State Feedback Solution, Minimum-Time Control

In this section we consider the solution of minimum-time optimal control problems

\[
J^*(x(0)) = \min_{U_0, N} \sum_{k=0}^{N-1} c(x_k, u_k),
\]

subject to

\[
x_{k+1} = Ax_k + Bu_k, \quad k = 0, \ldots, N - 1
\]

\[
x_k \in X, \quad u_k \in U, \quad k = 0, \ldots, N - 1
\]

\[
x_N \in X_f
\]

\[
x_0 = x(0),
\]

where \(X_f \subseteq \mathbb{R}^n\) is a terminal target set to be reached in minimum time.

We can find the controller that brings the states into \(X_f\) in one time step by solving the following multiparametric program

\[
\min_{u_0} c(x_0, u_0)
\]

subject to

\[
x_1 = Ax_0 + Bu_0
\]

\[
x_0 \in X, \quad u_0 \in U
\]

\[
x_1 \in X_f
\]

(11.82)

where \(c(x_0, u_0)\) is any convex quadratic function. Let us assume that the solution of the multiparametric program generates \(R^1\) regions \(\{P^1_r\}_{r=1}^{R^1}\) with the affine control law \(u_0 = F^1_r x + g^1_r\) in each region \(r\). By construction we have

\[
X_0 = K_1(X_f)
\]

Continuing to set up simple multiparametric programs bring the states into \(X_f\) in 2, 3, \ldots steps, we have for step \(j\)

\[
\min_{u_0} c(x_0, u_0)
\]

subject to

\[
x_1 = Ax_0 + Bu_0
\]

\[
x_0 \in X, \quad u_0 \in U
\]

\[
x_1 \in K_{j-1}(X_f)
\]

(11.83)

which yields \(R^j\) regions \(\{P^j_r\}_{r=1}^{R^j}\) with the affine control law \(u_0 = F^j_r x + g^j_r\) in each region \(r\). By construction we have

\[
X_0 = K_j(X_f)
\]

Thus to obtain \(K_j(X_f), \ldots, K_N(X_f)\) we need to solve \(N\) multiparametric programs with a prediction horizon of 1. Since the overall complexity of a multiparametric program is exponential in \(N\), this scheme can be exploited to yield controllers of lower complexity than the optimal control schemes introduced in the previous sections.

Since \(N\) multiparametric programs have been solved, the controller regions overlap in general. In order to achieve minimum time behavior, the feedback law associated with the region computed for the smallest number of steps \(c\), is selected for any given state \(x\).

\[\text{Algorithm 11.1 On-line computation of minimum-time control input}\]
11.6 Comparison of the Design Approaches and Controllers

**Input:** State measurement $x$, $N$ controller partitions solution to (11.83) for $j = 1, \ldots, N$

**Output:** Minimum time control action $u(x)$

- Find controller partition $c_{\text{min}} = \min_{c \in \{0, \ldots, N\}} c$, s.t. $x \in K_c(X_f)$
- Find controller region $r$, such that $x \in P_{c_{\text{min}}}^r$ and compute $u = F_{c_{\text{min}}}^r x + g_{c_{\text{min}}}$
- Return $u$

Note that the region identification for this type of controller partition is much more efficient than simply checking all the regions. The two steps of “finding a controller partition” and “finding a controller region” in Algorithm 11.1 correspond to two levels of a search tree, where the search is first performed over the feasible sets $K_c(X_f)$ and then over the controller partition $\{P_r\}_{r=1}^R$. Furthermore, one may discard all regions $P_i^r$ which are completely covered by previously computed controllers (i.e., $P_i^r \subseteq \bigcup_{j \in \{1, \ldots, i-1\}} K_j(X_f)$) since they are not time optimal.

**Example 11.6** Consider again the double integrator from Example 11.2. The Minimum-Time Controller is computed that steers the system to the Maximal LQR Invariant Set $O_{LQR}^\infty$ in the minimum number of time steps $N$. The Algorithm terminated after 11 iterations, covering the Maximal Controllable Set $K_\infty(O_{LQR}^\infty)$. The resulting controller is defined over 33 regions. The regions are depicted in Fig. 11.7(a). The Maximal LQR Invariant Set $O_{LQR}^\infty$ is the central shaded region.

The control law on this partition is depicted in Fig. 11.7(b). Note that, in general, the minimum-time control law is not continuous as can be seen in Fig. 11.7(b).

11.6 Comparison of the Design Approaches and Controllers

For the design, the storage and the on-line execution time of the control law we are interested in the **controller complexity**. All the controllers we discussed in this chapter are PPWA. Their storage and execution times are closely related to the number of polyhedral regions, which is related to the number of constraints in the mp-LP or mp-QP.

When the control objective is expressed in terms of the 1- or $\infty$- norm, it is translated into a set of constraints in the mp-LP. When the control objective is expressed in terms of the 2-norm such a translation is not necessary. Thus controllers minimizing the 1- or $\infty$- norm do generally involve more regions than those minimizing the 2-norm and therefore tend to be more complex.

In mp-LPs degeneracies are common and have to be taken care of in the respective algorithms. Strictly convex mp-QPs for which the Linear Independent Constraint Qualification holds are comparatively well behaved with unique solutions and full-dimensional polyhedral regions. Only for the 1-norm and $\infty$-norm objective, however, we can use for the controller design an efficient Dynamic Programming scheme involving a sequence of mp-LPs.
As we let the horizon $N$ go to infinity, the number of regions stays finite for the 2-norm objective, for the 1- and $\infty$-norm nothing can be said in general. In the examples we have usually observed a finite number, but cases can be constructed, where the number can be proven to be infinite.

As we will argue in the following chapter, infinite horizon controllers based on the 2-norm render the closed-loop system exponentially stable, while controllers based on the 1- or $\infty$-norm render the closed-loop system stable, only.

Among the controllers proposed in this chapter, the minimum-time controller is usually the least complex involving the smallest number of regions. Minimum time controllers are often considered to be too aggressive for practical use. The controller here is different, however. It is minimum time only until it reaches the terminal set $X_f$. Inside the terminal set a different unconstrained control law can be used. Overall the operation of the minimum-time controller is observed to be very similar to that of the other infinite time controllers in this chapter.
11.6 Comparison of the Design Approaches and Controllers

Figure 11.5 Example 11.4. Double Integrator, ∞-norm objective function, horizon $N = 6$. Partition of the state space for the time-varying optimal control law. Polyhedra with the same control law were merged.
Figure 11.6 Example 11.5. Double Integrator, $\infty$-norm objective function, horizon $N = \infty$. Partition of the state space for the time invariant optimal control law.

Figure 11.7 Example 11.6. Double Integrator, minimum-time objective function. Partition of the state space and control law. Maximal LQR invariant set $O_{LQR}^{\infty}$ is the central shaded region in (a).
Chapter 12

Receding Horizon Control

In this chapter we review the basics of Receding Horizon Control (RHC). In the first part we discuss the stability and the feasibility of RHC and we provide guidelines for choosing the terminal weight so that closed-loop stability is achieved.

The second part of the chapter focuses on the RHC implementation. Since RHC requires at each sampling time to solve an open-loop constrained finite time optimal control problem as a function of the current state, the results of the previous chapters imply two possible approaches for RHC implementation.

In the first approach a mathematical program is solved at each time step for the current initial state. In the second approach the explicit piecewise affine feedback policy (that provides the optimal control for all states) is precomputed off-line. This reduces the on-line computation of the RHC law to a function evaluation, thus avoiding the on-line solution of a quadratic or linear program. This technique is attractive for a wide range of practical problems where the computational complexity of on-line optimization is prohibitive. It also provides insight into the structure underlying optimization-based controllers, describing the behavior of the RHC controller in different regions of the state space. Moreover, for applications where safety is crucial, the correctness of a piecewise affine control law is easier to verify than that of a mathematical program solver.

12.1 RHC Idea

In the previous chapter we discussed the solution of constrained finite time and infinite time optimal control problems for linear systems. An infinite horizon sub-optimal controller can be designed by repeatedly solving finite time optimal control problems in a receding horizon fashion as described next. At each sampling time, starting at the current state, an open-loop optimal control problem is solved over a finite horizon (top diagram in Figure 12.1). The computed optimal manipulated input signal is applied to the process only during the following sampling interval \([t, t + 1]\). At the next time step \(t + 1\) a new optimal control problem based on new measurements of the state is solved over a shifted horizon (bottom diagram
Receding Horizon Control

Consider the problem of regulating to the origin the discrete-time linear time-invariant system
\[
x(t+1) = Ax(t) + Bu(t),
\]
where \(x(t) \in \mathbb{R}^n\), \(u(t) \in \mathbb{R}^m\) are the state and input vectors, respectively, subject to the constraints
\[
x(t) \in \mathcal{X}, \quad u(t) \in \mathcal{U}, \quad \forall t \geq 0,
\]
where the sets \(\mathcal{X} \subseteq \mathbb{R}^n\) and \(\mathcal{U} \subseteq \mathbb{R}^m\) are polyhedra. Receding Horizon Control (RHC) approaches such a constrained regulation problem in the following way. Assume that a full measurement or estimate of the state \(x(t)\) is available at the

Figure 12.1 Receding Horizon Idea.
current time $t$. Then the finite time optimal control problem

$$J_t^*(x(t)) = \min_{U_{t-\kappa+1}^{t+N}t} \quad J_t(x(t), U_{t-\kappa+1}^{t+N}t) = p(x_{t+N}t) + \sum_{k=0}^{N-1} \quad q(x_{t+k}t, u_{t+k}t)$$

subj. to

$$x_{t+k}t = Ax_{t+k}t + Bu_{t+k}t, \quad k = 0, \ldots, N - 1$$

$$x_{t+k}t \in X, \quad u_{t+k}t \in U, \quad k = 0, \ldots, N - 1$$

$$x_{t+N}t \in X_f$$

$$x_{t}t = x(t)$$

is solved at time $t$, where $U_{t-\kappa+1}^{t+N}t = \{u_{t}t, \ldots, u_{t+N}t\}$ and where $x_{t+k}t$ denotes the state vector at time $t + k$ predicted at time $t$ obtained by starting from the current state $x_{t}t = x(t)$ and applying to the system model

$$x_{t+k+1}t = Ax_{t+k}t + Bu_{t+k}t$$

the input sequence $u_{t}t, \ldots, u_{t+N-1}t$. Often the symbol $x_{t+k}t$ is read as “the state $x$ at time $t + k$ predicted at time $t$”. Similarly, $u_{t+k}t$ is read as “the input $u$ at time $t + k$ computed at time $t$.” For instance, $x_{3}3$ represents the predicted state at time 3 when the prediction is done at time $t = 1$ starting from the current state $x(1)$. It is different, in general, from $x_{3}2$ which is the predicted state at time 3 when the prediction is done at time $t = 2$ starting from the current state $x(2)$.

Let $U_{t-\kappa+1}^{t+N}t = \{u_{t}t, \ldots, u_{t+N-1}t\}$ be the optimal solution of (12.3) at time $t$ and $J_t^*(x(t))$ the corresponding value function. Then, the first element of $U_{t-\kappa+1}^{t+N}t$ is applied to system (12.1)

$$u(t) = u_{t}t^*(x(t)).$$

(12.4)

The optimization problem (12.3) is repeated at time $t + 1$, based on the new state $x_{t+1}t+1 = x(t + 1)$, yielding a moving or receding horizon control strategy.

Let $f_t : \mathbb{R}^n \to \mathbb{R}^m$ denote the receding horizon control law that associates the optimal input $u_{t}t^*$ to the current state $x(t)$, $f_t(x(t)) = u_{t}t^*(x(t))$. Then the closed-loop system obtained by controlling (12.1) with the RHC (12.3)-(12.4) is

$$x(k + 1) = Ax(k) + Bf_k(x(k)) = f_{cl}(x(k), k), \quad k \geq 0.$$ (12.5)

Note that the notation used in this chapter is slightly different from the one used in Chapter 11. Because of the receding horizon strategy, there is the need to distinguish between the input $u^*(t + k)$ applied to the plant at time $t + k$, and optimizer $u_{t+k}^*$ of the problem (12.3) at time $t + k$ obtained by solving (12.3) at time $t$ with $x_{t}t = x(t)$.

Consider problem (12.3). As the system, the constraints and the cost function are time-invariant, the solution to problem (12.3) is a time-invariant function of the initial state $x(t)$. Therefore, in order to simplify the notation, we can set $t = 0$ in (12.3) and remove the term “0” since it is now redundant and rewrite (12.3) as

$$J_0^0(x(t)) = \min_{U_0} \quad J_0(x(t), U_0) = p(x_{N}0) + \sum_{k=0}^{N-1} \quad q(x_k, u_k)$$

subj. to

$$x_{k+1} = Ax_k + Bu_k, \quad k = 0, \ldots, N - 1$$

$$x_k \in X, \quad u_k \in U, \quad k = 0, \ldots, N - 1$$

$$x_N \in X_f$$

$$x_0 = x(t).$$ (12.6)
where $U_0 = \{u_0, \ldots, u_{N-1}\}$ and the notation in Remark 7.1 applies. Similarly as in previous chapters, we will focus on two classes of cost functions. If the 1-norm or $\infty$-norm is used in (12.6), then we set $p(x_N) = \|Px_N\|_p$ and $q(x_k, u_k) = \|Qx_k\|_p + \|Ru_k\|_p$ with $p = 1$ or $p = \infty$ and $P$, $Q$, $R$ full column rank matrices. The cost function is rewritten as

$$J_0(x(0), U_0) = \|Px_N\|_p + \sum_{k=0}^{N-1} \|Qx_k\|_p + \|Ru_k\|_p.$$  \hspace{1cm} (12.7)

If the squared Euclidian norm is used in (12.6), then we set $p(x_N) = x_N'Px_N$ and $q(x_k, u_k) = x_k'Qx_k + u_k'Ru_k$ with $P \succeq 0$, $Q \succeq 0$ and $R \succ 0$. The cost function is rewritten as

$$J_0(x(0), U_0) = x_N'Px_N + \sum_{k=0}^{N-1} x_k'Qx_k + u_k'Ru_k.$$  \hspace{1cm} (12.8)

The control law (12.4)

$$u(t) = f_0(x(t)) = u_0^*(x(t))$$  \hspace{1cm} (12.9)

and closed-loop system (12.5)

$$x(k+1) = Ax(k) + Bf_0(x(k)) = f_{cl}(x(k)), \ k \geq 0$$  \hspace{1cm} (12.10)

are time-invariant as well.

Note that the notation in (12.6) does not allow us to distinguish at which time step a certain state prediction or optimizer is computed and is valid for time-invariant problems only. Nevertheless, we will prefer the RHC notation in (12.6) to the one in (12.3) in order to simplify the exposition.

Compare problem (12.6) and the CFTOC (11.9). The only difference is that problem (12.6) is solved for $x_0 = x(t)$, $t \geq 0$ rather than for $x_0 = x(0)$. For this reason we can make use of all the results of the previous chapter. In particular, $X_0$ denotes the set of feasible states $x(t)$ for problem (12.6) as defined and studied in Section 11.2. Recall from Section 11.2 that $X_0$ is a polyhedron.

From the above explanations it is clear that a fixed prediction horizon is shifted or recedes over time, hence its name, receding horizon control. The procedure of this on-line optimal control technique is summarized in the following algorithm.

---

**Algorithm 12.1** On-line receding horizon control

**Input:** State $x(t)$ at time instant $t$

**Output:** Receding horizon control input $u(x(t))$

1. **Obtain** $U_0^*(x(t))$ by solving the optimization problem (12.6)
2. **If** ‘problem infeasible’ **Then** stop
3. **Return** the first element $u_0^*$ of $U_0^*$

---
Example 12.1 Consider the double integrator system (11.23) rewritten below:

\[
x(t + 1) = \begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t)
\] (12.11)

The aim is to compute the receding horizon controller that solves the optimization problem (12.6) with \( p(x_N) = x_N^T P x_N, q(x_k, u_k) = x_k^T Q x_k + u_k^T R u_k \). \( N = 3, P = Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, R = 10, x_f = \mathbb{R}^2 \) subject to the input constraints

\[-0.5 \leq u(k) \leq 0.5, \quad k = 0, \ldots, 3\] (12.12)

and the state constraints

\[-5 \leq x(k) \leq 5, \quad k = 0, \ldots, 3.\] (12.13)

The QP problem associated with the RHC has the form (11.31) with

\[
H = \begin{bmatrix} 13.50 & -10.00 & -0.50 \\ -10.00 & 20.00 & -0.50 \\ -0.50 & -10.00 & 31.50 \end{bmatrix}, \quad F = \begin{bmatrix} -10.50 & 10.00 & -0.50 \\ -20.50 & 10.00 & 9.50 \end{bmatrix}, \quad Y = \begin{bmatrix} 14.50 & 20.50 \\ 20.50 & 54.50 \end{bmatrix}
\] (12.14)

and

\[
G_0 = \begin{bmatrix} 0.50 & -1.00 & 0.50 \\ -0.50 & 1.00 & -0.50 \\ -0.50 & 0.00 & -0.50 \\ 0.50 & 0.00 & 0.50 \\ 1.00 & 0.00 & 0.00 \\ 0.00 & -1.00 & 0.00 \\ 0.00 & 1.00 & 0.00 \\ 0.00 & 0.00 & -1.00 \\ 0.00 & 0.00 & 1.00 \\ 0.00 & 0.00 & 0.00 \\ 0.00 & 0.00 & 0.00 \\ -0.50 & 0.00 & 0.50 \\ 0.50 & 0.00 & -0.50 \\ 0.00 & 0.00 & 0.00 \\ -0.50 & 0.00 & 0.50 \\ 0.50 & 0.00 & -0.50 \\ 0.00 & 0.00 & 0.00 \\ 0.00 & 0.00 & 0.00 \\ 0.00 & 0.00 & 0.00 \end{bmatrix}, \quad E_0 = \begin{bmatrix} 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \end{bmatrix}, \quad w_0 = \begin{bmatrix} 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \\ 0.50 \end{bmatrix}
\] (12.15)

The RHC (12.6)-(12.9) algorithm becomes Algorithm 12.2. We refer to the solution \( U_0^* \) of the QP (11.31) as \( [U_0^*, \text{Flag}] = \text{QP}(H, 2F^T x(0), G_0, w_0 + E_0 x(0)) \) where “Flag” indicates if the QP was found to be feasible or not.

**Algorithm 12.2** QP-based on-line receding horizon control

**Input:** State \( x(t) \) at time instant \( t \)

**Output:** Receding horizon control input \( u(x(t)) \)

1. **Compute** \( \tilde{F} = 2F^T x(t) \) and \( \tilde{w}_0 = w_0 + E_0 x(t) \)
2. **Obtain** \( U_0^*(x(t)) \) by solving the optimization problem \( [U_0^*, \text{Flag}] = \text{QP}(H, \tilde{F}, G_0, \tilde{w}_0) \)
3. If Flag=inefeasible **Then** stop
4. **Return** the first element \( u_0^* \) of \( U_0^* \)

Fig. 12.2 shows two closed-loop trajectories starting at state \( x(0) = [-4.5, 2] \) and \( x(0) = [-4.5, 3] \). The trajectory starting from \( x(0) = [-4.5, 2] \) converges to the origin and satisfies input and state constraints. The trajectory starting from \( x(0) = \)


Figure 12.2 Example 12.1. Closed-loop trajectories realized (solid) and predicted (dashed) for two initial states $x(0)=[-4.5,2]$ (boxes) and $x(0)=[-4.5,3]$ (circles).

$[-4.5,3]$ stops at $x(2)=[1,2]$ because of infeasibility. At each time step, the open-loop predictions are depicted with dashed lines. This shows that the closed-loop trajectories are different from the open-loop predicted trajectories because of the receding horizon nature of the controller.

In Fig. 12.3(a) the feasible state space was gridded and each point of the grid was marked with a square if the RHC law (12.6)-(12.9) generates feasible closed-loop trajectories and with a circle if it does not. The set of all initial conditions generating feasible closed-loop trajectories is the maximal positive invariant set $\mathcal{O}_\infty$ of the autonomous system (12.10). We remark that this set is different from the set $\mathcal{X}_0$ of feasible initial conditions for the QP problem (11.31) with matrices (12.15). Both sets $\mathcal{O}_\infty$ and $\mathcal{X}_0$ are depicted in figure 12.3(b). The computation of $f_0$ is discussed later in this chapter. Because of the nonlinear nature of $f_0$, the computation of $\mathcal{O}_\infty$ for the system (12.10) is not an easy task. Therefore we will show how to choose a terminal invariant set $\mathcal{X}_f$ such that $\mathcal{O}_\infty=\mathcal{X}_0$ is guaranteed automatically.

Note that a feasible closed-loop trajectory does not necessarily converge to the origin. Feasibility, convergence and stability of RHC are discussed in detail in the next sections. Before that we want to illustrate these issues through another example.

**Example 12.2** Consider the unstable system

$$x(t+1) = \begin{bmatrix} 2 & 1 \\ 0 & 0.5 \end{bmatrix} x(t) + \begin{bmatrix} 1 \\ 0 \end{bmatrix} u(t)$$

(12.16)

with the input constraints

$$-1 \leq u(k) \leq 1, \quad k = 0, \ldots, N-1$$

(12.17)

and the state constraints

$$\begin{bmatrix} -10 \\ -10 \end{bmatrix} \leq x(k) \leq \begin{bmatrix} 10 \\ 10 \end{bmatrix}, \quad k = 0, \ldots, N-1.$$  

(12.18)

In the following, we study the receding horizon control problem (12.6) with $p(x_N) = x_N^T P x_N$, $q(x_k, u_k) = x_k^T Q x_k + u_k^T R u_k$ for different horizons $N$ and weights $R$. We
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Replacemen

\[ Q = I \] and omit both the terminal set constraint and the terminal weight, i.e., \( X_f = \mathbb{R}^2 \), \( P = 0 \).

Fig. 12.4 shows closed-loop trajectories for receding horizon control loops that were obtained with the following parameter settings

- **Setting 1**: \( N = 2, R = 10 \)
- **Setting 2**: \( N = 3, R = 2 \)
- **Setting 3**: \( N = 4, R = 1 \)

For **Setting 1** (Fig. 12.4(a)) there is evidently no initial state that can be steered to the origin. Indeed, it turns out, that all non-zero initial states \( x(0) \in \mathbb{R}^2 \) diverge from the origin and eventually become infeasible. In contrast, **Setting 2** leads to a receding horizon controller, that manages to get some of the initial states converge to the origin, as seen in Fig. 12.4(b). Finally, Fig. 12.4(c) shows that **Setting 3** can expand the set of those initial states that can be brought to the origin.

Note the behavior of particular initial states:

1. Closed-loop trajectories starting at state \( x(0) = [-4, 7] \) behave differently depending on the chosen setting. Both **Setting 1** and **Setting 2** cannot bring this state to the origin, but the controller with **Setting 3** succeeds.
2. There are initial states, e.g. \( x(0) = [-4, 8.5] \), that always lead to infeasible trajectories independent of the chosen settings. It turns out, that no setting can be found that brings those states to the origin.

These results illustrate that the choice of parameters for receding horizon control influences the behavior of the resulting closed-loop trajectories in a complex manner. A better understanding of the effect of parameter changes can be gained from an inspection of maximal positive invariant sets \( O_\infty \) for the different settings, and the maximal control invariant set \( C_\infty \) as depicted in Fig. 12.5.

The maximal positive invariant set stemming from **Setting 1** only contains the origin \( (O_\infty = \{0\}) \) which explains why all non-zero initial states diverge from the origin.
For Setting 2 the maximal positive invariant set has grown considerably, but does not contain the initial state \( x(0) = [-4, 7] \), thus leading to infeasibility eventually. Setting 3 leads to a maximal positive invariant set that contains this state and thus keeps the closed-loop trajectory inside this set for all future time steps. From Fig. 12.5 we also see that a trajectory starting at \( x(0) = [-4, 8.5] \) cannot be kept inside any bounded set by any setting (indeed, by any controller) since it is outside the maximal control invariant set \( C_\infty \).

### 12.3 RHC Main Issues

If we solve the receding horizon problem for the special case of an infinite horizon (setting \( N = \infty \) in (12.6)) as we did for LQR in Section 8.5 and CLQR in Section 11.3.4 then it is almost immediate that the closed-loop system with this controller has some nice properties. Most importantly, the differences between
the open-loop predicted and the actual closed-loop trajectories observed in Example 12.1 disappear. As a consequence, if the optimization problem is feasible, then the closed-loop trajectories will be feasible for all times. If the optimization problem has a finite solution, then in closed-loop the states and inputs will converge to the origin asymptotically.

In RHC, when we solve the optimization problem over a finite horizon repeatedly at each time step, we hope that the controller resulting from this “short-sighted” strategy will lead to a closed-loop behavior that mimics that of the infinite horizon controller. The examples in the last section indicated that at least two problems may occur. First of all, the controller may lead us into a situation where after a few steps the finite horizon optimal control problem that we need to solve at each time step is infeasible, i.e., that there does not exist a sequence of control inputs for which the constraints are obeyed. Second, even if the feasibility problem does not occur, the generated control inputs may not lead to trajectories that converge to the origin, i.e., that the closed-loop system is asymptotically stable.

In general, stability and feasibility are not ensured by the RHC law (12.6)-(12.9). In principle, we could analyze the RHC law for feasibility, stability and convergence but this is difficult as the examples in the last section illustrated. Therefore, conditions will be derived on how the terminal weight $P$ and the terminal constraint set $X_f$ should be chosen such that closed-loop stability and feasibility are ensured.

### 12.3.1 Feasibility of RHC

The examples in the last section illustrate that feasibility at the initial time $x(0) \in X_0$ does not necessarily imply feasibility for all future times. It is desirable to design a RHC such that feasibility for all future times is guaranteed, a property we refer to as persistent feasibility.

We would like to gain some insight when persistent feasibility occurs and how it is affected by the formulation of the control problem and the choice of the controller.
parameters. Let us first recall the various sets introduced in Section 10.2 and Section 11.2 and how they are influenced.

\( \mathcal{C}_\infty \): The maximal control invariant set \( \mathcal{C}_\infty \) is only affected by the sets \( \mathcal{X} \) and \( \mathcal{U} \), the constraints on states and inputs. It is the largest set over which we can expect any controller to work.

\( \mathcal{X}_0 \): A control input \( U_0 \) can only be found, i.e., the control problem is feasible, if \( x(0) \in \mathcal{X}_0 \). The set \( \mathcal{X}_0 \) depends on \( \mathcal{X} \) and \( \mathcal{U} \), on the controller horizon \( N \) and on the controller terminal set \( \mathcal{X}_f \). It does not depend on the objective function and it has generally no relation with \( \mathcal{C}_\infty \) (it can be larger, smaller, etc.).

\( \mathcal{O}_\infty \): The maximal positive invariant set for the closed-loop system depends on the controller and as such on all parameters affecting the controller, i.e., \( \mathcal{X}, \mathcal{U}, N, \mathcal{X}_f \) and the objective function with its parameters \( P, Q \) and \( R \). Clearly \( \mathcal{O}_\infty \subseteq \mathcal{X}_0 \) because if it were not there would be points in \( \mathcal{O}_\infty \) for which the control problem is not feasible. Because of invariance, the closed-loop is persistently feasible for all states \( x(0) \in \mathcal{O}_\infty \). Clearly, \( \mathcal{O}_\infty \subseteq \mathcal{C}_\infty \).

We can now state necessary and sufficient conditions guaranteeing persistent feasibility by means of invariant set theory.

**Lemma 12.1** Let \( \mathcal{O}_\infty \) be the maximal positive invariant set for the closed-loop system \( x(k+1) = f_{cl}(x(k)) \) in (12.10) with constraints (12.2). The RHC problem is persistently feasible if and only if \( \mathcal{X}_0 = \mathcal{O}_\infty \).

**Proof:** For the RHC problem to be persistently feasible \( \mathcal{X}_0 \) must be positive invariant for the closed-loop system. We argued above that \( \mathcal{O}_\infty \subseteq \mathcal{X}_0 \). As the positive invariant set \( \mathcal{X}_0 \) cannot be larger than the maximal positive invariant set \( \mathcal{O}_\infty \), it follows that \( \mathcal{X}_0 = \mathcal{O}_\infty \). ■

As \( \mathcal{X}_0 \) does not depend on the controller parameters \( P, Q \) and \( R \) but \( \mathcal{O}_\infty \) does, the requirement \( \mathcal{X}_0 = \mathcal{O}_\infty \) for persistent feasibility shows that, in general, only some \( P, Q \) and \( R \) are allowed. The parameters \( P, Q \) and \( R \) affect the performance. The complex effect they have on persistent feasibility makes their choice extremely difficult for the design engineer. In the following we will remedy this undesirable situation. We will make use of the following important sufficient condition for persistent feasibility.

**Lemma 12.2** Consider the RHC law (12.6)-(12.9) with \( N \geq 1 \). If \( \mathcal{X}_1 \) is a control invariant set for system (12.1)-(12.2) then the RHC is persistently feasible. Also, \( \mathcal{O}_\infty = \mathcal{X}_0 \) is independent of \( P, Q \) and \( R \).

**Proof:** If \( \mathcal{X}_1 \) is control invariant then, by definition, \( \mathcal{X}_1 \subseteq \text{Pre}(\mathcal{X}_1) \). Also recall that \( \text{Pre}(\mathcal{X}_1) = \mathcal{X}_0 \) from the properties of the feasible sets in equation (11.20) (note that \( \text{Pre}(\mathcal{X}_1) \cap \mathcal{X} = \text{Pre}(\mathcal{X}_1) \) from control invariance). Pick some \( x \in \mathcal{X}_0 \) and some feasible control \( u \) for that \( x \) and define \( x^+ = Ax + Bu \in \mathcal{X}_1 \). Then \( x^+ \in \mathcal{X}_1 \subseteq \text{Pre}(\mathcal{X}_1) = \mathcal{X}_0 \). As \( u \) was arbitrary (as long as it is feasible) \( x^+ \in \mathcal{X}_0 \) for all feasible \( u \). As \( \mathcal{X}_0 \) is positive invariant, \( \mathcal{X}_0 = \mathcal{O}_\infty \) from Lemma 12.1. As \( \mathcal{X}_0 \) is positive invariant for all feasible \( u \), \( \mathcal{O}_\infty \) does not depend on \( P, Q \) and \( R \). ■
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Note that in the proof of Lemma 12.2, persistent feasibility does not depend on the input \( u \) as long as it is feasible. For this reason, sometimes in the literature this property is referred to “persistently feasible for all feasible \( u \)”.

We can use Lemma 12.2 in the following manner. For \( N = 1 \), \( X_1 = X_f \). If we choose the terminal set to be control invariant then \( X_0 = O_{\infty} \) and RHC will be persistently feasible independent of chosen control objectives and parameters. Thus the designer can choose the parameters to affect performance without affecting persistent feasibility. A control horizon of \( N = 1 \) is often too restrictive, but we can easily extend Lemma 12.2.

**Theorem 12.1** Consider the RHC law (12.6)-(12.9) with \( N \geq 1 \). If \( X_f \) is a control invariant set for system (12.1)-(12.2) then the RHC is persistently feasible.

**Proof:** If \( X_f \) is control invariant, then \( X_{N-1}, X_{N-2}, \ldots, X_1 \) are control invariant and Lemma 12.2 establishes persistent feasibility for all feasible \( u \). ■

**Corollary 12.1** Consider the RHC law (12.6)-(12.9) with \( N \geq 1 \). If there exists \( i \in [1, N] \) such that \( X_i \) is a control invariant set for system (12.1)-(12.2), then the RHC is persistently feasible for all cost functions.

**Proof:** Follows directly from the proof of Theorem 12.1. ■

Recall that Theorem 11.2 together with Remark 11.4 define the properties of the set \( X_0 \) as \( N \) varies. Therefore, Theorem 12.1 and Corollary 12.1 provide also guidelines on the choice of the horizon \( N \) for guaranteeing persistent feasibility for all feasible \( u \). For instance, if the RHC problem (12.6) for \( N = \bar{N} \) yields a control invariant set \( X_0 \), then from Theorem 11.2 the RHC law (12.6)-(12.9) with \( N = \bar{N} + 1 \) is persistently feasible for all feasible \( u \). Moreover, from Corollary 12.1 the RHC law (12.6)-(12.9) with \( N \geq \bar{N} + 1 \) is persistently feasible for all feasible \( u \).

**Corollary 12.2** Consider the RHC problem (12.6)-(12.9). If \( N \) is greater than the determinedness index \( \bar{N} \) of \( K_{\infty}(X_f) \) for system (12.1)-(12.2), then the RHC is persistently feasible.

**Proof:** The feasible set \( X_i \) for \( i = 1, \ldots, N - 1 \) is equal to the \( (N - i) \)-step controllable set \( X_i = K_{N-i}(X_f) \). If the maximal controllable set is finitely determined then \( X_i = K_{\infty}(X_f) \) for \( i \leq N - \bar{N} \). Note that \( K_{\infty}(X_f) \) is control invariant. Then persistent feasibility for all feasible \( u \) follows from Corollary 12.1. ■

Persistent feasibility does not guarantee that the closed-loop trajectories converge towards the desired equilibrium point. From Theorem 12.1 it is clear that one can only guarantee that \( x(k) \in X_1 \) for all \( k > 0 \) if \( x(0) \in X_0 \).

One of the most popular approaches to guarantee persistent feasibility and stability of the RHC law (12.6)-(12.9) makes use of a control invariant terminal set \( X_f \) and a terminal cost \( P \) which drives the closed-loop optimal trajectories towards the origin. A detailed discussion follows in the next section.
12.3.2 Stability of RHC

In this section we will derive the main stability result for RHC. Our objective is to find a Lyapunov function for the closed-loop system. We will show next that if the terminal cost and constraint are appropriately chosen, then the value function $J_0^*(\cdot)$ is a Lyapunov function.

**Theorem 12.2** Consider system (12.1)-(12.2), the RHC law (12.6)-(12.9) and the closed-loop system (12.10). Assume that

- (A0) **The stage cost** $q(x,u)$ and **terminal cost** $p(x)$ are continuous and positive definite functions.
- (A1) The sets $\mathcal{X}$, $\mathcal{X}_f$ and $U$ contain the origin in their interior and are closed.
- (A2) $\mathcal{X}_f$ is control invariant, $\mathcal{X}_f \subseteq \mathcal{X}$.
- (A3) $\min_{v \in U, Ax+Bv \in \mathcal{X}_f} (-p(x) + q(x,v) + p(Ax + Bv)) \leq 0, \forall x \in \mathcal{X}_f$.

Then, the origin of the closed-loop system (12.10) is asymptotically stable with domain of attraction $\mathcal{X}_0$.

**Proof:** From hypothesis (A2), Theorem 12.1 and Lemma 12.1, we conclude that $\mathcal{X}_0 = \mathcal{O}_\infty$ is a positive invariant set for the closed-loop system (12.10) for any choice of the cost function. Thus persistent feasibility for any feasible input is guaranteed in $\mathcal{X}_0$.

Next we prove convergence and stability. We establish that the function $J_0^*(\cdot)$ in (12.6) is a Lyapunov function for the closed-loop system. Because the cost $J_0$, the system and the constraints are time-invariant we can study the properties of $J_0^*$ between step $k = 0$ and step $k + 1 = 1$.

Consider problem (12.6) at time $t = 0$. Let $x(0) \in \mathcal{X}_0$ and let $U_0^* = \{u_0^*, \ldots, u_{N-1}^*\}$ be the optimizer of problem (12.6) and $\mathcal{X}_0 = \{x(0), x_1, \ldots, x_N\}$ be the corresponding optimal state trajectory. After the implementation of $u_0^*$ we obtain $x(1) = x_1 = Ax(0) + Bu_0^*$. Consider now problem (12.6) for $t = 1$. We will construct an upper bound on $J_0^*(x(1))$. Consider the sequence $\hat{U}_1 = \{u_1^*, \ldots, u_{N-1}^*, v\}$ and the corresponding state trajectory resulting from the initial state $x(1)$, $\hat{x}_1 = \{x_1, \ldots, x_N, Ax_N + Bv\}$. Because $x_N \in \mathcal{X}_f$ and (A2) there exists a feasible $v$ such that $x_{N+1} = Ax_N + Bv \in \mathcal{X}_f$ and with this $v$ the sequence $\hat{U}_1 = \{u_1^*, \ldots, u_{N-1}^*, v\}$ is feasible. Because $\hat{U}_1$ is not optimal $J_0(x(1), \hat{U}_1)$ is an upper bound on $J_0^*(x(1))$.

Since the trajectories generated by $U_0^*$ and $\hat{U}_1$ overlap, except for the first and last sampling intervals, it is immediate to show that

$$J_0^*(x(1)) \leq J_0(x(1), \hat{U}_1) = J_0^*(x(0)) - q(x_0, u_0^*) - p(x_N) + (q(x_N, v) + p(Ax_N + Bv)).$$

Let $x = x_0 = x(0)$ and $u = u_0^*$. Under assumption (A3) equation (12.19) becomes

$$J_0^*(Ax + Bu) - J_0^*(x) \leq -q(x, u), \forall x \in \mathcal{X}_0.$$
Equation (12.20) and the hypothesis (A0) on the stage cost \( q(\cdot) \) ensure that \( J^*_0(x) \) strictly decreases along the state trajectories of the closed-loop system (12.10) for any \( x \in \mathcal{X}_0, x \neq 0 \). In addition to the fact that \( J^*_0(x) \) decreases, \( J^*_0(x) \) is lower-bounded by zero and since the state trajectories generated by the closed-loop system (12.10) starting from any \( x(0) \in \mathcal{X}_0 \) lie in \( \mathcal{X}_0 \) for all \( k \geq 0 \), equation (12.20) is sufficient to ensure that the state of the closed-loop system converges to zero as \( k \to \infty \) if the initial state lies in \( \mathcal{X}_0 \). We have proven (i).

In order to prove stability via Theorem 7.2 we have to establish that \( J^*_0(x) \) is a Lyapunov function. Positivity holds by the hypothesis (A0), decrease follows from (12.20). For continuity at the origin we will show that \( J^*_0(x) \leq p(x), \forall x \in \mathcal{X}_f \) and as \( p(x) \) is continuous at the origin (by hypothesis (A0)) \( J^*_0(x) \) must be continuous as well. From assumption (A2), \( \mathcal{X}_f \) is control invariant and thus for any \( x \in \mathcal{X}_f \) there exists a feasible input sequence \( \{u_0, \ldots, u_{N-1}\} \) for problem (12.6) starting from the initial state \( x_0 = x \) whose corresponding state trajectory is \( \{x_0, x_1, \ldots, x_N\} \) stays in \( \mathcal{X}_f \), i.e., \( x_i \in \mathcal{X}_f, \forall i = 0, \ldots, N \). Among all the aforementioned input sequences \( \{u_0, \ldots, u_{N-1}\} \) we focus on the one where \( u_i \) satisfies assumption (A3) for all \( i = 0, \ldots, N-1 \). Such a sequence provides an upper bound on the function \( J^*_0 \):

\[
J^*_0(x_0) \leq \left( \sum_{i=0}^{N-1} q(x_i, u_i) \right) + p(x_N), \quad x_i \in \mathcal{X}_f, \quad i = 0, \ldots, N,
\]

which can be rewritten as

\[
J^*_0(x_0) \leq \left( \sum_{i=0}^{N-1} q(x_i, u_i) \right) + p(x_N) \\
= p(x_0) + \left( \sum_{i=0}^{N-1} q(x_i, u_i) + p(x_{i+1}) - p(x_i) \right) \quad x_i \in \mathcal{X}_f, \quad i = 0, \ldots, N,
\]

which from assumption (A3) yields

\[
J^*_0(x) \leq p(x), \quad \forall x \in \mathcal{X}_f.
\]

In conclusion, there exist a finite time in which any \( x \in \mathcal{X}_0 \) is steered to a level set of \( J^*_0(x) \) contained in \( \mathcal{X}_f \) after which convergence to and stability of the origin follows.

\textbf{Remark 12.1} The assumption on the positive definiteness of the stage cost \( q(\cdot) \) in Theorem 12.2 can be relaxed as in standard optimal control. For instance for the 2-norm based cost function (12.8) one can allow \( Q \succcurlyeq 0 \) with \( (Q^*, A) \) observable.

\textbf{Remark 12.2} The procedure outlined in Theorem 12.2 is, in general, conservative because it requires the introduction of an artificial terminal set \( \mathcal{X}_f \) to guarantee persistent feasibility and a terminal cost to guarantee stability. Requiring \( x_N \in \mathcal{X}_f \) usually decreases the size of the region of attraction \( \mathcal{X}_0 = \mathcal{O}_\infty \). Also the performance may be negatively affected.

\textbf{Remark 12.3} A function \( p(x) \) satisfying assumption (A3) of Theorem 12.2 is often called control Lyapunov function.
The hypothesis (A2) of Theorem 12.2 is required for guaranteeing persistent feasibility as discussed in Section 12.3.1. In some part of the literature the constraint $X_f$ is not used. However, in this literature the terminal region constraint $X_f$ is implicit. In fact, it is typically required that the horizon $N$ is sufficiently large to ensure feasibility of the RHC (12.6)–(12.9) at all time instants $t$. Technically this means that $N$ has to be greater than the determinedness index $\bar{N}$ of system (12.1)-(12.2) which by Corollary 12.2 guarantees persistent feasibility for all inputs. We refer the reader to Section 12.3.1 for more details on feasibility.

Next we will show a few simple choices for $P$ and $X_f$ satisfying the hypothesis (A2) and (A3) of Theorem 12.2.

**Stability, 2-Norm case**

Consider system (12.1)-(12.2), the RHC law (12.6)-(12.9), the cost function (12.8) and the closed-loop system (12.10). A simple choice for $X_f$ is the maximal positive invariant set (see Section 10.1) for the closed-loop system $x(k+1) = (A + BF)_{\infty}x(k)$ where $F_{\infty}$ is the associated unconstrained infinite time optimal controller (8.33). With this choice the assumption (A3) in Theorem 12.2 becomes

$$x'(A'(P - PB(B'PB + R)^{-1}BP)A + Q - P)x \leq 0, \forall x \in X_f,$$  \hspace{1cm} (12.24)

which is satisfied as an equality if $P$ is chosen as the solution $P_{\infty}$ of the algebraic Riccati equation (8.32) for system (12.1).

In general, instead of $F_{\infty}$ we can choose any controller $F$ which stabilizes $A + BF$. With $v = Fx$ the assumption (A3) in Theorem 12.2 becomes

$$-P + (Q + F'R) + (A + BF)'P(A + BF) \leq 0.$$  \hspace{1cm} (12.25)

It is satisfied as an equality if we choose $P$ as a solution of the corresponding Lyapunov equation.

We learned in Section 7.5.2 that $P$ satisfying (12.24) or (12.25) as equalities expresses the infinite horizon cost

$$J^\infty_*(x_0) = x_0'Px_0 = \sum_{k=0}^{\infty} x_k'Qx_k + u_k'Ru_k.$$  \hspace{1cm} (12.26)

In summary, we conclude that the closed-loop system (12.10) is stable if there exist a controller $F$ which stabilizes the unconstrained system inside the controlled invariant terminal region $X_f$ and if the infinite horizon cost $x'Px$ incurred with this controller is used in the cost function (12.8). Thus the two terms in the objective (12.8) reflect the infinite horizon cost, one the initial finite horizon cost when the controller is constrained and the second one the cost for the infinite tail of the trajectory incurred after the system enters $X_f$ and the controller is unconstrained.

If the open loop system (12.1) is asymptotically stable, then we may even select $F = 0$. Note that depending on the choice of the controller the controlled invariant terminal region $X_f$ changes.
For any of the discussed choices for $F$ and $X_f$ stability implies exponential stability. The argument is simple. As the system is closed-loop stable it enters the terminal region in finite time. If $X_f$ is chosen as suggested, the closed-loop system is unconstrained after entering $X_f$. For an unconstrained linear system the convergence to the origin is exponential.

### Stability, 1, $\infty$-Norm case

Consider system (12.1)-(12.2), the RHC law (12.6)-(12.9), the cost function (12.7) and the closed-loop system (12.10). Let $p = 1$ or $p = \infty$. If system (12.1) is asymptotically stable, then $X_f$ can be chosen as the positively invariant set of the autonomous system $x(k+1) = Ax(k)$ subject to the state constraints $x \in X$. Therefore in $X_f$ the input $0$ is feasible and the assumption (A3) in Theorem 12.2 becomes

$$-\|Px\|_p + \|PAx\|_p + \|Qx\|_p \leq 0, \forall x \in X_f,$$

which is the corresponding Lyapunov inequality for the 1, $\infty$-norm case (7.55) whose solution has been discussed in Section 7.5.3.

In general, if the unconstrained optimal controller (9.31) exists it is PPWA. In this case the computation of the maximal invariant set $X_f$ for the closed-loop PWA system

$$x(k+1) = (A + F_i)x(k) \quad \text{if} \quad H_i^T x \leq 0, \ i = 1, \ldots, N_r$$

(12.28)

is more involved. However if such $X_f$ can be computed it can be used as terminal constraint in Theorem 12.2. With this choice the assumption (A3) in Theorem 12.2 is satisfied by the infinite time unconstrained optimal cost matrix $P_\infty$ in (9.32).

### 12.4 State Feedback Solution of RHC, 2-Norm Case

The state feedback receding horizon controller (12.9) with cost (12.8) for system (12.1) is

$$u(t) = f^*_0(x(t)),$$

(12.29)

where $f^*_0(x_0) : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is the piecewise affine solution to the CFTOC (12.6) and is obtained as explained in Section 11.3.

We remark that the implicit form (12.6) and the explicit form (12.29) describe the same function, and therefore the stability, feasibility, and performance properties mentioned in the previous sections are automatically inherited by the piecewise affine control law (12.29). Clearly, the explicit form (12.29) has the advantage of being easier to implement, and provides insight into the type of controller action in different regions $CR_i$ of the state space.

**Example 12.3** Consider the double integrator system (12.11) subject to the input constraints

$$-1 \leq u(k) \leq 1$$

(12.30)
and the state constraints

\[-10 \leq x(k) \leq 10. \tag{12.31}\]

We want to regulate the system to the origin by using the RHC problem (12.6)–(12.9) with cost (12.8), \( Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, R = 0.01, \) and \( P = P_\infty \) where \( P_\infty \) solves the algebraic Riccati equation (8.32). We consider three cases:

Case 1. \( N = 2, \mathcal{X}_f = 0, \)

Case 2. \( N = 2, \mathcal{X}_f \) is the positively invariant set of the closed-loop system \( x(k+1) = (A + BF_\infty) \) where \( F_\infty \) is the infinite time unconstrained optimal controller (8.33).

Case 3. No terminal state constraints: \( \mathcal{X}_f = \mathbb{R}^2 \) and \( N = 6 = \) determinedness index + 1.

From the results presented in this chapter, all three cases guarantee persistent feasibility for all cost functions and asymptotic stability of the origin with region of attraction \( \mathcal{X}_0 \) (with \( \mathcal{X}_0 \) different for each case). Next we will detail the matrices of the quadratic program for the on-line solution as well as the explicit solution for the three cases.

Case 1: \( \mathcal{X}_f = 0. \) The mp-QP problem associated with the RHC has the form (11.31) with

\[
H = \begin{bmatrix} 19.08 & 8.55 \\ 8.55 & 5.31 \end{bmatrix}, \quad F = \begin{bmatrix} -10.57 & -5.29 \\ -10.59 & -5.29 \end{bmatrix}, \quad Y = \begin{bmatrix} 10.31 & 9.33 \end{bmatrix} \tag{12.32}
\]

and

\[
G_0 = \begin{bmatrix} 0.00 & -1.00 \\ 0.00 & 1.00 \\ -1.00 & 0.00 \\ 0.00 & 0.00 \\ 1.00 & 0.00 \\ -1.00 & 0.00 \\ 0.00 & 0.00 \\ -1.00 & 0.00 \\ 0.00 & 0.00 \\ 1.00 & 0.00 \\ -1.00 & 0.00 \end{bmatrix}, \quad E_0 = \begin{bmatrix} 0.00 & 0.00 \\ 0.00 & 0.00 \\ 1.00 & 1.00 \\ -1.00 & -1.00 \\ 0.00 & 0.00 \\ 1.00 & 1.00 \\ -1.00 & -1.00 \\ 0.00 & 0.00 \\ 1.00 & 1.00 \\ -1.00 & -1.00 \end{bmatrix}, \quad w_0 = \begin{bmatrix} 1.00 \\ 10.00 \\ 10.00 \\ 10.00 \\ 5.00 \\ 5.00 \\ 5.00 \\ 5.00 \\ 5.00 \\ 5.00 \end{bmatrix} \tag{12.33}
\]

The corresponding polyhedral partition of the state space is depicted in Fig. 12.6(a).
12.4 State Feedback Solution of RHC, 2-Norm Case

The RHC law is:

\[
\begin{align*}
\text{Case 1. } N = 2, \mathcal{X}_f = 0, N_0^c = 7. \\
\text{Case 2. } N = 2, \mathcal{X}_f = \mathcal{O}_\infty^{QR}, N_0^c = 9. \\
\end{align*}
\]

Figure 12.6 Example 12.3. Double integrator. RHC with 2-norm. Region of attraction $\mathcal{X}_0$ for different horizons $N$ and terminal regions $\mathcal{X}_f$. 

The RHC law is:

\[
u = \begin{cases} 
-0.61 - 1.61 \quad & x \begin{bmatrix} 0.70 & 0.71 \\ -0.70 & -0.71 \\ 0.70 & 0.71 \end{bmatrix} \leq \begin{bmatrix} 0.00 \\ 0.00 \\ 0.00 \end{bmatrix} \quad \text{(Region #1)} \\
-1.00 - 2.00 \quad & x \begin{bmatrix} -0.71 & -0.71 \\ -0.70 & -0.71 \\ -0.70 & -0.71 \\ 0.45 & 0.89 \\ 0.71 & 0.71 \\ -0.70 & -0.71 \end{bmatrix} \leq \begin{bmatrix} 0.00 \\ -0.00 \\ 0.45 \\ 0.45 \\ 0.71 \\ -0.00 \end{bmatrix} \quad \text{(Region #2)} \\
-1.00 - 2.00 \quad & x \begin{bmatrix} 0.45 & 0.89 \\ -0.70 & -0.71 \\ 0.71 & 0.71 \end{bmatrix} \leq \begin{bmatrix} 0.45 \\ -0.00 \\ -0.00 \end{bmatrix} \quad \text{(Region #3)} \\
-0.72 - 1.72 \quad & x \begin{bmatrix} 0.39 & 0.92 \\ -0.70 & -0.71 \\ 0.70 & 0.71 \end{bmatrix} \leq \begin{bmatrix} 0.54 \\ 0.00 \\ -0.00 \end{bmatrix} \quad \text{(Region #4)} \\
-1.00 - 2.00 \quad & x \begin{bmatrix} -0.45 & -0.89 \\ -0.71 & -0.71 \\ 0.70 & 0.71 \end{bmatrix} \leq \begin{bmatrix} 0.45 \\ 0.71 \\ -0.00 \\ 0.45 \\ 0.45 \\ -0.00 \end{bmatrix} \quad \text{(Region #5)} \\
-1.00 - 2.00 \quad & x \begin{bmatrix} -0.45 & -0.89 \\ -0.71 & -0.71 \\ 0.70 & 0.71 \end{bmatrix} \leq \begin{bmatrix} 0.45 \\ -0.00 \\ -0.00 \end{bmatrix} \quad \text{(Region #6)} \\
-0.72 - 1.72 \quad & x \begin{bmatrix} -0.39 & -0.92 \\ -0.70 & -0.71 \\ -0.70 & -0.71 \end{bmatrix} \leq \begin{bmatrix} 0.54 \\ 0.00 \\ 0.00 \end{bmatrix} \quad \text{(Region #7)}
\end{cases}
\]
The union of the regions depicted in Fig. 12.6(a) is $X_0$. From Theorem 12.2, $X_0$ is also the domain of attraction of the RHC law.

**Case 2:** $X_f$ positively invariant set. The set $X_f$ is

$$X_f = \{ x \in \mathbb{R}^2 : \begin{bmatrix} -0.35617 & -0.93442 \\ 0.35617 & 0.93442 \\ 0.71266 & 0.70131 \end{bmatrix} x \leq \begin{bmatrix} 0.58043 \\ -0.58043 \\ 1.9049 \end{bmatrix} \}.$$ (12.34)

The corresponding polyhedral partition of the state space is depicted in Fig. 12.6(b). The union of the regions depicted in Fig. 12.6(b) is $X_0$. Note that from Theorem 12.2 the set $X_0$ is also the domain of attraction of the RHC law.

**Case 3:** $X_f = \mathbb{R}^n$, $N = 6$. The corresponding polyhedral partition of the state space is depicted in Fig. 12.6(c).

Comparing the feasibility regions $X_0$ in Figure 12.6 we notice that in Case 2 we obtain a larger region than in Case 1 and that in Case 3 we obtain a feasibility region larger than Case 1 and Case 2. This can be easily explained from the theory presented in this and the previous chapter. In particular we have seen that if a control invariant set is chosen as terminal constraint $X_f$, the size of the feasibility region increases with the number of control moves (increase from Case 2 to Case 3) (Remark 11.3). Actually in Case 3, $X_0 = \mathcal{K}_\infty(X_f)$ with $X_f = \mathbb{R}^2$, the maximal controllable set. Also, the size of the feasibility region increases with the size of the target set (increase from Case 1 to Case 2).

### 12.5 State Feedback Solution of RHC, $1$, $\infty$-Norm Case

The state feedback receding horizon controller (12.6)–(12.9) with cost (12.7) for system (12.1) is

$$u(t) = f^*_0(x(t))$$ (12.35)

where $f^*_0(x_0) : \mathbb{R}^n \rightarrow \mathbb{R}^m$ is the piecewise affine solution to the CFTOC (12.6) and is computed as explained in Section 11.4. As in the 2-norm case the explicit form (12.35) has the advantage of being easier to implement, and provides insight into the type of control action in different regions $CR_t$ of the state space.

**Example 12.4** Consider the double integrator system (12.11) subject to the input constraints

$$-1 \leq u(k) \leq 1$$ (12.36)

and the state constraints

$$-5 \leq x(k) \leq 5.$$ (12.37)

We want to regulate the system to the origin by using the RHC controller (12.6)–(12.9) with cost (12.7), $p = \infty$, $Q = [0 \; 1]$, $R = 20$. We consider two cases:

- **Case 1.** $X_f = \mathbb{R}^n$, $N = 6$ (determinedness index+1) and $P = Q$
- **Case 2.** $X_f = \mathbb{R}^n$, $N = 6$ and $P = P_\infty$ given in (9.34) measuring the infinite time unconstrained optimal cost in (9.32).

From Corollary 12.2 in both cases persistent feasibility is guaranteed for all cost functions and $X_0 = \mathcal{C}_\infty$. However, in Case 1 the terminal cost $P$ does not satisfy (12.27) which is assumption (A3) in Theorem 12.2 and therefore the convergence to and the
stability of the origin cannot be guaranteed. In order to satisfy assumption (A3) in Theorem 12.2, in Case 2 we select the terminal cost to be equal to the infinite time unconstrained optimal cost computed in Example 9.1.

Next we will detail the explicit solutions for the two cases.

Case 1. The LP problem associated with the RHC has the form (11.56) with \( \bar{G}_0 \in \mathbb{R}^{124 \times 18} \), \( \bar{S}_0 \in \mathbb{R}^{124 \times 2} \) and \( c' = [0_6 \ 1_{12}] \). The corresponding polyhedral partition of the state space is depicted in Fig. 12.7(a). The RHC law is:

![Polyhedral partition of \( X_0 \), Case 1.](image)

![Polyhedral partition of \( X_0 \), Case 2.](image)

![Closed-loop Trajectories, Case 1. Convergence to origin to guaranteed.](image)

![Closed-loop Trajectories, Case 2.](image)

**Figure 12.7 Example 12.4.** Double integrator. RHC with \( \infty \)-norm cost function, behaviour for different terminal weights.
The union of the regions depicted in Fig. 12.7(a) is $\mathcal{X}_0$ and is shown in white in Fig. 12.7(c). Since $N$ is equal to the determinedness index plus one, $\mathcal{X}_0$ is a positive invariant set for the closed-loop system and thus persistent feasibility is guaranteed for all $x(0) \in \mathcal{X}_0$. However, it can be noticed from Fig. 12.7(c) that convergence to the origin is not guaranteed. Starting from the initial conditions $[-4,2]$, $[-2,2]$, $[0,0.5]$, $[4,-2]$, $[-1,1]$ and $[2,0.5]$, the closed-loop system converges to either $[-5,0]$ or $[5,0]$.

**Case 2.** The LP problem associated with the RHC has the form (11.56) with $\bar{G} \in \mathbb{R}^{174 \times 18}$, $S_0 \in \mathbb{R}^{174 \times 2}$ and $c' = [0_9 \ 1_{12}]$. The RHC law is defined over 21 regions and the corresponding polyhedral partition of the state space is depicted in Fig. 12.7(b). The union of the regions depicted in Fig. 12.7(b) is $\mathcal{X}_0$ and is shown in white in Fig. 12.7(d). Since $N$ is equal to the determinedness index plus one, $\mathcal{X}_0$ is a positive invariant set for the closed-loop system and thus persistent feasibility is guaranteed for all $x(0) \in \mathcal{X}_0$. Convergence to the origin is also guaranteed by the choice of $P$ as shown by the closed-loop trajectories in Fig. 12.7(d) starting from the same initial conditions as in Case 1.

### 12.6 Tuning and Practical Use

Receding Horizon Control in the different variants and with the many parameter options as introduced in this chapter is a very powerful control technique to address complex control problems in practice. At present there is no other technique to design controllers for general large linear multivariable systems with input and output constraints with a stability guarantee. The fact that there is no effective
tool to analyze the stability of large constrained multivariable systems makes this stability guarantee by design so important. The application of RHC in practice, however, requires the designer to make many choices. In this section we will offer some guidance.

**Objective Function**

The squared 2-norm is employed more often as an indicator of control quality in the objective function than the 1- or ∞-norm. The former has many advantages.

The 1- or ∞-norm formulation leads to an LP (11.56) from which the optimal control action is determined. The solution lies always at the intersection of constraints and changes discontinuously as the tuning parameters are varied. This makes the formulation of the control problem (what constraints need to be added for good performance?) and the choice of the weights in the objective function difficult.

The optimizer may be non-unique in the case of dual degeneracy. This may cause the control action to vary randomly as the solver picks up different optimizers in succeeding time steps.

The construction of the control invariant target set $X_f$ and of a suitable terminal cost $p(x_N)$ needed in Theorem 12.2 is more difficult for the 1- or ∞-norm formulation because the unconstrained controller is PPWA (Section 12.3.2).

If the optimal control problem is stated in an *ad hoc* manner by trial and error rather than on the basis of Theorem 12.2 undesirable response characteristics may result. The controller may cease to take any action and the system may get stuck. This happens if any control action leads to a short-term increase in the objective function, which can occur, for example, for a system with inverse response characteristics.

Finally, the 1- or ∞-norm formulation involves many more constraints than the 2-norm formulation. In general, this will lead to a larger number of regions of the explicit control law. These regions do not need to be stored, however, but only the value function and the controller, and the search for the region containing the present state can be executed very efficiently (Chapter 14).

Despite the discussed deficiencies it may be advantageous to use the 1- or ∞-norm in cases when the control objective is not just an indirect tool to achieve a control specification but reflects the economics of the process. For example, the costs of electrical power depend sometimes on peak power that can be captured with the ∞-norm. However, even in these cases, quadratic terms are often added to the objective for “regularization”.

**Design via Theorem 12.2**

First, we need to choose the horizon length $N$ and the control invariant target set $X_f$. Then we can vary the parameters $Q$ and $R$ freely to affect the control performance in the same spirit as we do for designing an LQR. Stability is assured as long as we adjust $P$ according to the outlined procedures when changing $Q$ and
The longer the horizon $N$, the larger the maximal controllable set $\mathcal{K}_N(\mathcal{X}_f)$ over which the closed-loop system is guaranteed to be able to operate (this is true as long as the horizon is smaller than the determinedness index of $\mathcal{K}_\infty(\mathcal{X}_f)$). On the other hand, with the control horizon increases the on-line computational effort or the complexity of the explicit controller determined off-line.

We need to keep in mind that the terminal set $\mathcal{X}_f$ is introduced artificially for the sole purpose of leading to a sufficient condition for persistent feasibility. We want it to be large so that it does not compromise closed-loop performance. The larger $\mathcal{X}_f$, the larger $\mathcal{K}_N(\mathcal{X}_f)$. Though it is simplest to choose $\mathcal{X}_f = 0$, it is undesirable unless $N$ is chosen large. Ideally $\mathcal{X}_f$ should be the maximal control invariant set achieved with the unconstrained controller.

Specifically, we first design the unconstrained optimal controller as suggested at the end of Section 12.3.2. From this construction we also obtain the terminal cost satisfying condition (A3) of Theorem 12.2 to use in the RHC design. Then we determine the maximal positive invariant set for the closed-loop system with the unconstrained controller and use this set as $\mathcal{X}_f$. This set is usually difficult to compute for systems of large dimension with the algorithms we introduced in Section (10.2).

Note that for stable systems without state constraints $\mathcal{K}_\infty(\mathcal{X}_f) = \mathbb{R}^n$ always, i.e., the choice of $\mathcal{X}_f$ is less critical. For unstable systems $\mathcal{K}_\infty(\mathcal{X}_f)$ is the region over which the system can operate stably in the presence of input constraints and is of eminent practical importance.

### State/Output Constraints

State constraints arise from practical restrictions on the allowed operating range of the system. Thus, contrary to input constraints, they are rarely “hard”. They can lead to complications in the controller implementation, however. As it can never be excluded that the state of the real system moves outside the constraint range chosen for the controller design, special provisions must be made (patches in the algorithm) to move the state back into the range. This is difficult and these types of patches are exactly what one wanted to avoid by choosing MPC in the first place.

Thus, typically, state constraints are “softened” in the MPC formulation. For example,

$$x \leq x_{\text{max}}$$

is approximated by

$$x \leq x_{\text{max}} + \epsilon, \quad \epsilon \geq 0,$$

and a term $l(\epsilon)$ is added to the objective function to penalize violations of the constraint. This formulation may, however, lead to a violation of the constraint even when a feasible input exists that avoids it but is not optimal for the new objective function with the penalty term added. Let us analyze how to choose $l(\cdot)$ such that this does not occur by using the exact penalty method [173].
As an example take
\[ J^* = \min_z f(z) \]
subj. to \[ g(z) \leq 0, \] (12.38)
where \( g(z) \) is assumed to be scalar for simplicity and \( f(z) \) to be strictly convex.

Let us soften the constraints and add the penalty as suggested
\[ p(\epsilon) = \min_z f(z) + l(\epsilon) \]
subj. to \[ g(z) \leq \epsilon, \] (12.39)
where \( \epsilon \geq 0 \). We want to choose the penalty \( l(\epsilon) \) so that by minimizing the augmented objective we recover the solution to the original problem if it exists:
\[ p(0) = J^* \]
and
\[ \arg \min_{\epsilon \geq 0} p(\epsilon) = 0 \]
which are equivalent to
\[ p(0) = J^* \]
and
\[ p(\epsilon) > p(0), \ \forall \epsilon > 0. \] (12.40)

For (12.40) we require \( l(0) = 0 \). To construct \( l(\epsilon) \) to satisfy (12.41) we assume that strong duality holds and \( u^* \) exists so that
\[ J^* = \min_z (f(z) + u^* g(z)), \] (12.42)
where \( u^* \) is an optimal dual variable. As the optimizer \( z^* \) of (12.38) satisfies \( g(z^*) \leq 0 \) we can add a redundant constraint without affecting the solution
\[ J^* = \min_z \frac{(f(z) + u^* g(z))}{g(z) \leq \epsilon} \ \forall \epsilon \geq 0. \] (12.43)

Then we can state the bounds
\[ J^* \leq \min_z \frac{(f(z) + u^* \epsilon)}{g(z) \leq \epsilon} < p(\epsilon) = \min_z \frac{(f(z) + u \epsilon)}{g(z) \leq \epsilon} \ \forall \epsilon > 0, \ u > u^*. \] (12.44)

Thus \( l(\epsilon) = u \epsilon \) with \( u > u^* \geq 0 \) is a possible penalty term satisfying the requirements (12.40)-(12.41).

Because of smoothness
\[ l(\epsilon) = u \epsilon + v \epsilon^2, \ u > u^*, v > 0 \] (12.45)
is preferable. On the other hand, note that \( l(\epsilon) = v \epsilon^2 \) does not satisfy an inequality of the form (12.44). Therefore it should not be used as it can lead to optimizers \( z^* \) in (12.39) which violate \( g(z) \leq 0 \) even if a feasible optimizer to the original problem exists.
These ideas can be extended to multiple constraints \( g_j(z) \leq 0, \ j = 1, \ldots, r \) via the penalty term

\[
l(\epsilon) = u \sum_{j=1}^{r} \epsilon_j + v \sum_{j=1}^{r} \epsilon_j^2,
\]

where

\[
u > \max_{j \in \{1, \ldots, r\}} u_j^*, \ v \geq 0.
\]

Formulations also exist where the necessary constraint violations are following a prescribed order so that less important constraints are violated first [174].

**Time-varying references, constraints, disturbances and system parameters**

The standard RHC formulation (12.6) can be easily extended to include these features. Known disturbances are simply included in the prediction model. If the system states are not to return to the origin, but some output \( y \) is to follow some trajectory \( r \), then appropriate penalties of the error \( e = y - r \) are included in the control objective. How to do this and to achieve offset-free tracking is described in Section 12.7. Theorem 12.2 can be used to design the controller in these cases.

If the constraints are time-varying then \( \mathcal{X} \) and \( \mathcal{U} \) become time-varying. For example, the constraints may be shaped like a funnel tightening towards the end of the horizon.

If the underlying system is nonlinear, one often uses a locally linearized model for the prediction and update it at each time step. Note that the results of Theorem 12.2 do not apply when the system model and/or the constraints are time-varying.

In all these cases, the optimization problem to be solved on line, (11.31) or (11.56), does not change in structure but some of the defining matrices will now change at each time step, which will increase the necessary on-line computational effort somewhat.

If the controller is to be computed explicitly off-line, then all the varying parameters (disturbances, constraints, references), which we will denote by \( \theta \), become *parameters* in the multi-parametric optimization problem and the resulting controller becomes an explicit function of them: \( u(t) = F(x(t), \theta) \). As we have learned, the complexity of the solution of mp-QP and mp-LP problems depends primarily on the number of constraints. If the number of parameters affects the number of constraints then this may only be possible for a relatively small number of parameters. Thus, the possibilities to take into account time-varying control problem features in explicit MPC are rather limited. Time-varying models cannot be handled at all.
Multiple Horizons and Move-Blocking

Unfortunately, as we started to discuss in the previous paragraphs, in challenging applications, the design procedure implied by Theorem 12.2 may not be strictly applicable. Then the closed-loop behavior with the RHC has to be analyzed by other means, in the worst case through extensive simulation studies. In principle, this offers us also more freedom in the problem formulation and the choice of the parameters, for example, in order to reduce the computational complexity. The basic RHC formulation (12.6) may be modified as follows:

$$\min_{U} p(xN_y) + \sum_{k=0}^{N_y-1} q(x_k, u_k)$$

subject to

$$x_{k+1} = Ax_k + Bu_k, \quad k = 0, \ldots, N_y - 1$$

$$x_k \in \mathcal{X}, k = 0, \ldots, N_c$$

$$u_k \in \mathcal{U}, \quad k = 0, \ldots, N_u$$

$$u_k = Kx_k, \quad N_u < k < N_y$$

(12.48)

where $K$ is some feedback gain, $N_y$, $N_u$, $N_c$ are the prediction, input, and state constraint horizons, respectively, with $N_u \leq N_y$ and $N_c \leq N_y$. This formulation reduces the number of constraints and as a consequence makes the long horizon prediction used in the optimization less accurate as it is not forced to obey all the constraints. As this approximation affects only the states far in the future, it is hoped that it will not influence significantly the present control action.

Generalized Predictive Control (GPC) in its most common formulation [89] has multiple horizons as an inherent feature but does not include constraints. Experience and theoretical analysis [56] have shown that it is very difficult to choose all these horizons that affect not only performance but even stability in a non-intuitive fashion. Thus, for problems where constraints are not important and the adaptive features of GPC are not needed, it is much preferable to resort to the well-established LQR and LQG controllers for which a wealth of stability, performance, and robustness results have been established.

Another more effective way to reduce the computational effort is move-blocking where the manipulated variables are assumed to be fixed over time intervals in the future thus reducing the degrees of freedom in the optimization problem. By choosing the blocking strategies carefully, the available RHC stability results remain applicable [72].

12.7 Offset-Free Reference Tracking

This section describes how the RHC problem has to be formulated to track constant references without offset under model mismatch. We distinguish between the number $p$ of measured outputs, the number $r$ of outputs which one desires to track (called “tracked outputs”), and the number $n_d$ of disturbances. First we summarize the conditions that need to be satisfied to obtain offset-free RHC by using the arguments of the internal model principle. Then we provide a simple proof of zero
steady-state offset when \( r \leq p = n_d \). Extensive treatment of reference tracking for RHC can be found in \([13, 218, 225, 226, 198]\). Consider the discrete-time time-invariant system

\[
\begin{aligned}
x_m(t+1) &= f(x_m(t), u(t)) \\
y_m(t) &= g(x_m(t)) \\
z(t) &= H y_m(t).
\end{aligned}
\] (12.49)

In (12.49), \( x_m(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \) and \( y_m(t) \in \mathbb{R}^p \) are the state, input, measured output vector, respectively. The controlled variables \( z(t) \in \mathbb{R}^r \) are a linear combination of the measured variables for which offset-free behaviour is sought. Without any loss of generality we assume \( H \) to have full row rank.

The objective is to design an RHC based on the linear system model (12.1) of (12.49) in order to have \( z(t) \) track \( r(t) \), where \( r(t) \in \mathbb{R}^r \) is the reference signal, which we assume to converge to a constant, i.e., \( r(t) \to r_\infty \) as \( t \to \infty \). We require zero steady-state tracking error, i.e., \( (z(t) - r(t)) \to 0 \) for \( t \to \infty \).

**The Observer Design**

The plant model (12.1) is augmented with a disturbance model in order to capture the mismatch between (12.49) and (12.1) in steady state. Several disturbance models have been presented in the literature \([13, 205, 193, 226, 225, 294]\). Here we follow \([226]\) and use the form:

\[
\begin{aligned}
x(t+1) &= Ax(t) + Bu(t) + B_d d(t) \\
d(t+1) &= d(t) \\
y(t) &= C x(t) + C_d d(t)
\end{aligned}
\] (12.50)

with \( d(t) \in \mathbb{R}^{n_d} \). With abuse of notation we have used the same symbols for state and outputs of system (12.1) and system (12.50). Later we will focus on specific versions of the model (12.50).

The observer estimates both states and disturbances based on this augmented model. Conditions for the observability of (12.50) are given in the following theorem.

**Theorem 12.3** \([215, 216, 226, 13]\) The augmented system (12.50) is observable if and only if \((C, A)\) is observable and

\[
\begin{bmatrix}
A - I & B_d \\
C & C_d
\end{bmatrix}
\] (12.51)

has full column rank.

**Proof:** From the Hautus observability condition system (12.50) is observable iff

\[
\begin{bmatrix}
A' - \lambda I & 0 \\
B_d' & I - \lambda I
\end{bmatrix}
\] (12.52)

Again from the Hautus condition, the first set of rows is linearly independent iff \((C, A)\) is observable. The second set of rows is linearly independent from the first
12.7 Offset-Free Reference Tracking

n rows except possibly for \( \lambda = 1 \). Thus, for the augmented system the Hautus condition needs to be checked for \( \lambda = 1 \) only, where it becomes (12.51).

**Remark 12.4**  Note that for condition (12.51) to be satisfied the number of disturbances in \( d \) needs to be smaller or equal to the number of available measurements in \( y \), \( n_d \leq p \). Condition (12.51) can be nicely interpreted. It requires that the model of the disturbance effect on the output \( d \rightarrow y \) must not have a zero at \((1, 0)\). Alternatively we can look at the steady state of system (12.50)

\[
\begin{bmatrix}
A - I & B_d \\
C & C_d
\end{bmatrix}
\begin{bmatrix}
x_{\infty} \\
d_{\infty}
\end{bmatrix} =
\begin{bmatrix}
0 \\
y_{\infty}
\end{bmatrix},
\]

where we have denoted the steady state values with a subscript \( \infty \) and have omitted the forcing term \( u \) for simplicity. We note that from the observability condition (12.51) for system (12.50) equation (12.53) is required to have a unique solution, which means, that we must be able to deduce a unique value for the disturbance \( d_{\infty} \) from a measurement of \( y_{\infty} \) in steady state.

The following corollary follows directly from Theorem 12.3.

**Corollary 12.3**  The augmented system (12.50) with \( n_d = p \) and \( C_d = I \) is observable if and only if \((C, A)\) is observable and

\[
\det \begin{bmatrix} A - I & B_d \\ C & I \end{bmatrix} = \det(A - I - B_d C) \neq 0.
\] (12.54)

**Remark 12.5**  We note here how the observability requirement restricts the choice of the disturbance model. If the plant has no integrators, then \( \det(A - I) \neq 0 \) and we can choose \( B_d = 0 \). If the plant has integrators then \( B_d \) has to be chosen specifically to make \( \det(A - I - B_d C) \neq 0 \).

The state and disturbance estimator is designed based on the augmented model as follows:

\[
\begin{bmatrix}
\dot{x}(t + 1) \\
\dot{d}(t + 1)
\end{bmatrix} =
\begin{bmatrix}
A & B_d \\
0 & I
\end{bmatrix}
\begin{bmatrix}
\dot{x}(t) \\
\dot{d}(t)
\end{bmatrix} +
\begin{bmatrix}
B \\
0
\end{bmatrix} u(t)
+ \begin{bmatrix} L_x \\
L_d \end{bmatrix} \left(-y_m(t) + C \dot{x}(t) + C_d \dot{d}(t)\right),
\]

where \( L_x \) and \( L_d \) are chosen so that the estimator is stable. We remark that the results below are independent of the choice of the method for computing \( L_x \) and \( L_d \). We then have the following property.

**Lemma 12.3**  Suppose the observer (12.55) is stable. Then, \( \text{rank}(L_d) = n_d \).

**Proof:**  From (12.55) it follows

\[
\begin{bmatrix}
\dot{x}(t + 1) \\
\dot{d}(t + 1)
\end{bmatrix} =
\begin{bmatrix}
A + L_x C & B_d + L_x C_d \\
L_d C & I + L_d C_d
\end{bmatrix}
\begin{bmatrix}
\dot{x}(t) \\
\dot{d}(t)
\end{bmatrix} +
\begin{bmatrix}
B \\
0
\end{bmatrix} u(t)
- \begin{bmatrix} L_x \\
L_d \end{bmatrix} y_m(t).
\]

(12.56)
By stability, the observer has no poles at \((1, 0)\) and therefore
\[
\det \left( \begin{bmatrix} A - I + L_x C & B_d + L_x C_d \\ L_d C & L_d C_d \end{bmatrix} \right) \neq 0.
\] (12.57)

For (12.57) to hold, the last \(n_d\) rows of the matrix have to be of full row rank.

A necessary condition is that \(L_d\) has full row rank.

In the rest of this section we will focus on the case \(n_d = p\).

**Lemma 12.4** Suppose the observer (12.55) is stable. Choose \(n_d = p\). The steady state of the observer (12.55) satisfies:
\[
\begin{bmatrix} A - I & B \\ C & 0 \end{bmatrix} \begin{bmatrix} \hat{x}_\infty \\ u_\infty \end{bmatrix} = \begin{bmatrix} -B_d \hat{d}_\infty \\ y_{m, \infty} - C_d \hat{d}_\infty \end{bmatrix},
\] (12.58)
where \(y_{m, \infty}\) and \(u_\infty\) are the steady state measured output and input of the system (12.49), \(\hat{x}_\infty\) and \(\hat{d}_\infty\) are state and disturbance estimates from the observer (12.55) at steady state, respectively.

**Proof:** From (12.55) we note that the disturbance estimate \(\hat{d}\) converges only if \(L_d(-y_{m, \infty} + C\hat{x}_\infty + C_d\hat{d}_\infty) = 0\). As \(L_d\) is square by assumption and nonsingular by Lemma 12.3 this implies that at steady state, the observer estimates (12.55) satisfy
\[
-y_{m, \infty} + C\hat{x}_\infty + C_d\hat{d}_\infty = 0.
\] (12.59)
Equation (12.58) follows directly from (12.59) and (12.55).

The **MPC design**

Denote by \(z_\infty = H y_{m, \infty}\) and \(r_\infty\) the tracked measured outputs and their references at steady state, respectively. For offset-free tracking at steady state we want \(z_\infty = r_\infty\). The observer condition (12.58) suggests that at steady state the MPC should satisfy
\[
\begin{bmatrix} A - I & B \\ HC & 0 \end{bmatrix} \begin{bmatrix} x_\infty \\ u_\infty \end{bmatrix} = \begin{bmatrix} -B_d \hat{d}_\infty \\ r_\infty - HC_d \hat{d}_\infty \end{bmatrix},
\] (12.60)
where \(x_\infty\) is the MPC state at steady state. For \(x_\infty\) and \(u_\infty\) to exist for any \(\hat{d}_\infty\) and \(r_\infty\) the matrix \(\begin{bmatrix} A - I & B \\ HC & 0 \end{bmatrix}\) must be of full row rank which implies \(m \geq r\).

The MPC is designed as follows
\[
\min_{U_0} \quad (x_N - \bar{x}_t)^t P (x_N - \bar{x}_t) + \sum_{k=0}^{N-1} (x_k - \bar{x}_t)^t Q (x_k - \bar{x}_t) + (u_k - \bar{u}_t)^t R (u_k - \bar{u}_t)
\]
**subj. to**
\[
\begin{align*}
x_{k+1} &= A x_k + B u_k + B_d d_k, \quad k = 0, \ldots, N \\
x_k &\in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad k = 0, \ldots, N - 1 \\
x_N &\in \mathcal{X}_f \\
d_{k+1} &= d_k, \quad k = 0, \ldots, N - 1 \\
x_0 &= \hat{x}(t) \\
d_0 &= \hat{d}(t),
\end{align*}
\] (12.61)
with the targets $\bar{u}_t$ and $\bar{x}_t$ given by

$$
\begin{bmatrix}
A - I & B \\
HC & 0
\end{bmatrix}
\begin{bmatrix}
\bar{x}_t \\
\bar{u}_t
\end{bmatrix}
= 
\begin{bmatrix}
-B_d \hat{d}(t) \\
(r(t) - HC_d \hat{d}(t))
\end{bmatrix}
$$

and where $Q \succeq 0$, $R > 0$, and $P > 0$.

Let $U^*(t) = \{u^*_0, \ldots, u^*_{N-1}\}$ be the optimal solution of (12.61)-(12.62) at time $t$. Then, the first sample of $U^*(t)$ is applied to system (12.49)

$$
u(t) = u^*_0.
$$

Denote by $c_0(\hat{x}(t), \hat{d}(t), r(t)) = u^*_0(\hat{x}(t), \hat{d}(t), r(t))$ the control law when the estimated state and disturbance are $\hat{x}(t)$ and $\hat{d}(t)$, respectively. Then the closed-loop system obtained by controlling (12.49) with the MPC (12.61)-(12.62)-(12.63) and the observer (12.55) is:

$$
x(t + 1) = f(x(t), c_0(\hat{x}(t), \hat{d}(t), r(t)))
$$

$$
\hat{x}(t + 1) = (A + L_x C) \hat{x}(t) + (B_x + L_x C_d) \hat{d}(t) + Bc_0(\hat{x}(t), \hat{d}(t), r(t)) - L_x y_m(t)
$$

$$
\hat{d}(t + 1) = L_d C \hat{x}(t) + (I + L_d C_d) \hat{d}(t) - L_d y_m(t).
$$

Often in practice, one desires to track all measured outputs with zero offset. Choosing $n_d = p = r$ is thus a natural choice. Such a zero-offset property continues to hold if only a subset of the measured outputs are to be tracked, i.e., $n_d > r > 0$. Next we provide a very simple proof for offset-free control when $n_d = p$.

**Theorem 12.4** Consider the case $n_d = p$. Assume that for $r(t) \to r_\infty$ as $t \to \infty$, the MPC problem (12.61)-(12.62) is feasible for all $t \in \mathbb{N}_+$, unconstrained for $t \geq j$ with $j \in \mathbb{N}_+$ and the closed-loop system (12.64) converges to $\hat{x}_\infty$, $\hat{d}_\infty$, $y_m$, i.e., $\hat{x}(t) \to \hat{x}_\infty$, $\hat{d}(t) \to \hat{d}_\infty$, $y_m(t) \to y_m$ as $t \to \infty$. Then $z(t) = H y_m(t) \to r_\infty$ as $t \to \infty$.

**Proof:** Consider the MPC problem (12.61)-(12.62). At steady state $u(t) \to u_\infty = c_0(\bar{x}_\infty, \bar{d}_\infty, r_\infty)$, $\bar{x}_t \to \bar{x}_\infty$ and $\bar{u}_t \to \bar{u}_\infty$. Note that the steady state controller input $u_\infty$ (computed and implemented) might be different from the steady state target input $\bar{u}_\infty$.

The asymptotic values $\hat{x}_\infty$, $\bar{x}_\infty$, $u_\infty$ and $\bar{u}_\infty$ satisfy the observer conditions (12.58)

$$
\begin{bmatrix}
A - I & B \\
C & 0
\end{bmatrix}
\begin{bmatrix}
\hat{x}_\infty \\
u_\infty
\end{bmatrix}
= 
\begin{bmatrix}
-B_d \hat{d}_\infty \\
y_{m, \infty} - C_d \hat{d}_\infty
\end{bmatrix}
$$

and the controller requirement (12.62)

$$
\begin{bmatrix}
A - I & B \\
HC & 0
\end{bmatrix}
\begin{bmatrix}
\bar{x}_\infty \\
\bar{u}_\infty
\end{bmatrix}
= 
\begin{bmatrix}
-B_d \hat{d}_\infty \\
r_\infty - HC_d \hat{d}_\infty
\end{bmatrix}.
$$

Define $\delta x = \hat{x}_\infty - \bar{x}_\infty$, $\delta u = u_\infty - \bar{u}_\infty$ and the offset $\varepsilon = z_\infty - r_\infty$. Notice that the steady state target values $\bar{x}_\infty$ and $\bar{u}_\infty$ are both functions of $r_\infty$ and $\hat{d}_\infty$ as given
by (12.66). Left multiplying the second row of (12.65) by $H$ and subtracting (12.66) from the result, we obtain

\[
(A - I)\delta x + B\delta u = 0
\]

\[
HC\delta x = \varepsilon.
\]  

(12.67)

Next we prove that $\delta x = 0$ and thus $\varepsilon = 0$.

Consider the MPC problem (12.61)-(12.62) and the following change of variables

\[\delta x_k = x_k - \bar{x}_t, \quad \delta u_k = u_k - \bar{u}_t.\]

Notice that $H y_k - r(t) = HC x_k + HC d_k - r(t) = HC \delta x_k + HC \tilde{x}_t + HC d_k - r(t) = HC \delta x_k$ from condition (12.62) with $\tilde{d}(t) = d_k$. Similarly, one can show that $\delta x_{k+1} = A\delta x_k + B\delta u_k$. Then, around the origin where all constraints are inactive the MPC problem (12.61) becomes:

\[
\begin{align*}
\min_{\delta u_0, \ldots, \delta u_{N-1}} & \quad \delta x_N' P \delta x_N + \sum_{k=0}^{N-1} \delta x_k' Q \delta x_k + \delta u_k' R \delta u_k \\
\text{subj. to} & \quad \delta x_{k+1} = A\delta x_k + B\delta u_k, \quad 0 \leq k \leq N \\
& \quad \delta x_0 = \delta x(t), \\
& \quad \delta x(t) = \hat{x}(t) - \bar{x}_t.
\end{align*}
\]  

(12.68)

Denote by $K_{MPC}$ the unconstrained MPC controller (12.68), i.e., $\delta u_0^* = K_{MPC}\delta x(t)$. At steady state $\delta u_0^* \rightarrow u_\infty - \bar{u}_\infty = \delta u$ and $\delta x(t) \rightarrow \hat{x}_\infty - \bar{x}_\infty = \delta x$. Therefore, at steady state, $\delta u = K_{MPC}\delta x$. From (12.67)

\[
(A - I + BK_{MPC})\delta x = 0.
\]  

(12.69)

By assumption the unconstrained system with the MPC controller converges. Thus $K_{MPC}$ is a stabilizing control law, which implies that $(A - I + BK_{MPC})$ is nonsingular and hence $\delta x = 0$.

\begin{remark}
Theorem 12.4 was proven in [226] by using a different approach.
\end{remark}

\begin{remark}
Theorem 12.4 can be extended to prove local Lyapunov stability of the closed-loop system (12.64) under standard regularity assumptions on the state update function $f$ in (12.64) [204].
\end{remark}

\begin{remark}
The proof of Theorem 12.4 assumes only that the models used for the control design (12.1) and the observer design (12.50) are identical in steady state in the sense that they give rise to the same relation $z = z(u, d, r)$. It does not make any assumptions about the behavior of the real plant (12.49), i.e., the model-plant mismatch, with the exception that the closed-loop system (12.64) must converge to a fixed point. The models used in the controller and the observer could even be different as long as they satisfy the same steady state relation.
\end{remark}

\begin{remark}
If condition (12.62) does not specify $\tilde{x}_t$ and $\tilde{u}_t$ uniquely, it is customary to determine $\tilde{x}_t$ and $\tilde{u}_t$ through an optimization problem, for example, minimizing the magnitude of $\tilde{u}_t$ subject to the constraint (12.62) [226].
\end{remark}
Corollary A greater reduction of parameters can be achieved by the following method. By
This is significant only if a small subset of the plant outputs are to be controlled.

Examining (12.61), (12.62) we note that the control law depends on \( \hat{x}(t) \), \( \hat{d}(t) \) and
\( r(t) \). Thus in order to achieve offset free tracking of \( r \) outputs out of \( p \) measurements
we had to add the \( p+r \) “parameters” \( \hat{d}(t) \) and \( r(t) \) to the usual parameters \( \hat{x}(t) \).

There are more involved RHC design techniques to obtain offset-free control for models with \( n_d < p \) and in particular, with minimum order disturbance models
\( n_d = r \). The total size of the parameter vector can thus be reduced to \( n + 2r \).

Remark 12.10 Note that in order to achieve no offset we augmented the model of the
plant with as many disturbances (and integrators) as we have measurements (\( n_d = p \))
(cf. equation (12.56)). Our design procedure requires the addition of \( p \) integrators
even if we wish to control only a subset of \( r < p \) measured variables. This is actually
not necessary as we suspect from basic system theory. The design procedure for the
case \( n_d = r < p \) is, however, more involved [198].

If the squared 2-norm in the objective function of (12.61) is replaced with a
1- or \( \infty \)-norm \( \| P(x_N - \vec{x}) \|_p + \sum_{k=0}^{N-1} \| Q(x_k - \vec{x}) \|_p + \| R(u_k - \vec{u}) \|_p \), where
\( p = 1 \) or \( p = \infty \), then our results continue to hold. In particular, Theorem 12.4
continues to hold. The unconstrained MPC controlled \( K_{MPC} \) in (12.68) will be piecewise linear around the origin [44]. In particular, around the origin, \( \delta u^*(t) = \delta u^*_0 = K_{MPC}(\delta x(t)) \) is a continuous piecewise linear function of the state variation
\( \delta x \):

\[
K_{MPC}(\delta x) = F^j \delta x \quad \text{if} \quad H^j \delta x \leq K^j, \quad j = 1, \ldots, N^r, \quad (12.70)
\]

where \( H^j \) and \( K^j \) in equation (12.70) are the matrices describing the \( j \)-th polyhe-dron \( CR^j = \{ \delta x \in \mathbb{R}^n : H^j \delta x \leq K^j \} \) inside which the feedback optimal control
law \( \delta u^*(t) \) has the linear form \( F^j \delta x(k) \). The polyhedra \( CR^j, \quad j = 1, \ldots, N^r \) are a partition of the set of feasible states of problem (12.61) and they all contain the origin.

Explicit Controller

Examining (12.61), (12.62) we note that the control law depends on \( \hat{x}(t) \), \( \hat{d}(t) \) and
\( r(t) \). Thus in order to achieve offset free tracking of \( r \) outputs out of \( p \) measurements
we had to add the \( p+r \) “parameters” \( \hat{d}(t) \) and \( r(t) \) to the usual parameters \( \hat{x}(t) \).

There are more involved RHC design techniques to obtain offset-free control for models with \( n_d < p \) and in particular, with minimum order disturbance models
\( n_d = r \). The total size of the parameter vector can thus be reduced to \( n + 2r \).

This is significant only if a small subset of the plant outputs are to be controlled. A
greater reduction of parameters can be achieved by the following method. By
Corollary 12.3, we are allowed to choose \( B_d = 0 \) in the disturbance model if the
plant has no integrators. Recall the target conditions 12.62 with \( B_d = 0 \)

\[
\begin{bmatrix}
  A - I & B \\
  HC & 0
\end{bmatrix}
\begin{bmatrix}
  \bar{x}_t \\
  \bar{u}_t
\end{bmatrix} =
\begin{bmatrix}
  0 \\
  r(t) - HC_d \hat{d}(t)
\end{bmatrix}. \quad (12.71)
\]

Clearly, any solution to (12.71) can be parameterized by \( r(t) - HC_d \hat{d}(t) \). The
explicit control law is written as \( u(t) = c_0(\hat{x}(t), r(t) - HC_d \hat{d}(t)) \), with only \( n + r \)
parameters. Since the observer is unconstrained, complexity is much less of an
issue. Hence, a full disturbance model with \( n_d = p \) can be chosen to yield offset-
free control.

Remark 12.11 The choice of \( B_d = 0 \) might be limiting in practice. In [14], the
authors have shown that for a wide range of systems, if \( B_d = 0 \) and a Kalman filter is
chosen as observer, then the closed-loop system might suffer a dramatic performance
deterioration.
Delta Input ($\delta u$) Formulation.

In the $\delta u$ formulation, the MPC scheme uses the following linear time-invariant system model of (12.49):

$$
\begin{align*}
    x(t + 1) &= Ax(t) + Bu(t) \\
    u(t) &= u(t - 1) + \delta u(t) \\
    y(t) &= Cx(t).
\end{align*}
$$

System (12.72) is controllable if $(A, B)$ is controllable. The $\delta u$ formulation often arises naturally in practice when the actuator is subject to uncertainty, e.g., the exact gain is unknown or subject to drift. In these cases, it can be advantageous to consider changes in the control value as input to the plant. The absolute control value is estimated by the observer, which is expressed as follows

$$
\begin{align*}
    \hat{x}(t + 1) &= \begin{bmatrix} A \\ 0 \end{bmatrix} \hat{x}(t) + \begin{bmatrix} B \\ I \end{bmatrix} \delta u(t) + \begin{bmatrix} L_x \\ L_u \end{bmatrix} (-y_m(t) + C\hat{x}(t)).
\end{align*}
$$

The MPC problem is readily modified

$$
\begin{align*}
    \min_{\delta u_0, \ldots, \delta u_{N-1}} \| y_k - r_k \|_Q^2 + \| \delta u_k \|_R^2 \\
    \text{subj. to} \\
    x_{k+1} = Ax_k + Bu_k, \ k \geq 0 \\
    y_k = Cx_k, \ k \geq 0 \\
    x_k \in \mathcal{X}, \ u_k \in \mathcal{U}, \ k = 0, \ldots, N - 1 \\
    x_N \in \mathcal{X}_f \\
    u_k = u_{k-1} + \delta u_k, \ k \geq 0 \\
    u_{-1} = \hat{u}(t) \\
    x_0 = x(t).
\end{align*}
$$

The control input applied to the system is

$$
    u(t) = \delta u_0^* + u(t - 1).
$$

The input estimate $\hat{u}(t)$ is not necessarily equal to the actual input $u(t)$. This scheme inherently achieves offset-free control, there is no need to add a disturbance model. To see this, we first note that $\delta u_0^* = 0$ in steady-state. Hence our analysis applies as the $\delta u$ formulation is equivalent to a disturbance model in steady-state. This is due to the fact that any plant/model mismatch is lumped into $\hat{u}(t)$. Indeed this approach is equivalent to an input disturbance model ($B_d = B$, $C_d = 0$). If in (12.74) the measured $u(t)$ were substituted for its estimate, i.e., $u_{-1} = u(t - 1)$, then the algorithm would show offset.

In this formulation the computation of a target input $\bar{u}_t$ and state $\bar{x}_t$ is not required. A disadvantage of the formulation is that it is not applicable when there is an excess of manipulated variables $u$ compared to measured variables $y$, since detectability of the augmented system (12.72) is then lost.

Minimum-Time Controller

In minimum-time control, the cost function minimizes the predicted number of steps necessary to reach a target region, usually the invariant set associated with
the unconstrained LQR controller [167]. This scheme can reduce the on-line computation time significantly, especially for explicit controllers (Section 11.5). While minimum-time MPC is computed and implemented differently from standard MPC controllers, there is no difference between the two control schemes at steady-state. In particular, one can choose the target region to be the unconstrained region of (12.61)-(12.62). When the state and disturbance estimates and reference are within this region, the control law is switched to (12.61)-(12.62). The analysis and methods presented in this section therefore apply directly.

12.8 Literature Review

Although the basic idea of receding horizon control can be found in the theoretical work of Propoi [239] in 1963 it did not gain much attention until the mid-1970s, when Richalet and coauthors [248, 249] introduced their “Model Predictive Heuristic Control (MPHC)”). Independently, in 1969 Charles Cutler proposed the concept to his PhD advisor Dr. Huang at the University of Houston. In 1973 Cutler implemented it successfully in the Shell Refinery in New Orleans [90].

Several years later Cutler and Ramaker [91] described this predictive control algorithm named Dynamic Matrix Control (DMC) in the literature. It has been hugely successful in the petro-chemical industry. A vast variety of different methodologies with different names followed, such as Quadratic Dynamic Matrix Control (QDMC), Adaptive Predictive Control (APC), Generalized Predictive Control (GPC), Sequential Open Loop Optimization (SOLO), and others.

While the mentioned algorithms are seemingly different, they all share the same structural features: a model of the plant, the receding horizon idea, and an optimization procedure to obtain the control action by optimizing the system’s predicted evolution.

Some of the first industrial MPC algorithms like IDCOM [249] and DMC [91] were developed for constrained MPC with quadratic performance indices. However, in those algorithms input and output constraints were treated in an indirect ad-hoc fashion. Only later, algorithms like QDMC [118] overcame this limitation by employing quadratic programming to solve constrained MPC problems with quadratic performance indices. During the same period, the use of linear programming was studied by Gutman and coauthors [137, 138, 140].

An extensive theoretical effort was devoted to analyze receding horizon control schemes, provide conditions for guaranteeing feasibility and closed-loop stability, and highlight the relations between MPC and the linear quadratic regulator ([204, 205]). Theorem 12.2 in this book is the main result on feasibility and stability of MPC and was adopted from these publications.

The idea behind Theorem 12.2 dates back to Keerthi and Gilbert [168], the first researchers to propose specific choices for the terminal cost $P$ and the terminal constraint $X_f$, namely $X_f = 0$ and $P = 0$. Under these assumptions Keerthi and Gilbert prove the stability for general nonlinear performance functions and nonlinear models. Their work has been followed by many other stability conditions for RHC including those in [168, 34, 35, 154, 84]. If properly analyzed all these
results are based on the same concepts as Theorem 12.2.

In the past fifty years, the richness of theoretical and computational issues surrounding MPC has generated a large number of research studies that appeared in conference proceedings, archival journals and research monographs. The preceding paragraphs are not intended to summarize this vast literature. We refer the interested reader to some books on Model Predictive Control [76, 197, 247] that appeared in the last decade.

For complex constrained multivariable control problems, model predictive control has long been the accepted standard in the process industries [240, 241]. The results reported in this book have greatly reduced the on-line computational effort and have opened up this methodology to other application areas where hardware speed and costs are dominant - unlike in process control.
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This chapter explains the construction of approximate explicit control laws of desired complexity that provide certificates of recursive feasibility and stability. The methods introduced all have the following properties:

1. Operations are only on the problem data, and the methods do not require the computation of the explicit control law.

2. Any convex parametric problem can be approximated, not just those for which the explicit solution can be computed.

3. The desired level of suboptimality or the desired complexity (in terms of online storage and/or FLOPS) can be specified.

We begin by assuming that a controller with the desired properties has already been defined via one of the predictive control methods introduced in Chapters 12, but that solving the requisite optimization problem online, or evaluating the explicit solution offline, is not possible due to computational limitations. The chapter begins by listing the specific assumptions on this optimal control law, which is to be approximated. Then, the key theorem is introduced, which provides sufficient conditions under which an approximate control law will be stabilizing and persistently feasible. Section 13.2 describes an abstract algorithm that will provide these properties, and Section 13.3 reviews a number of specific implementations of this algorithm that have been proposed in the literature.
13.1 Stability of Approximate Receding Horizon Control

Recall problem (12.6)

\[ J_0^*(x(t)) = \min_{U_0} J_0(x(t), U_0) = p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k) \]

subject to

\[ x_{k+1} = Ax_k + Bu_k, \quad k = 0, \ldots, N - 1 \]
\[ x_k \in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad k = 0, \ldots, N - 1 \]
\[ x_N \in \mathcal{X}_f \]
\[ x_0 = x(t). \] \hspace{1cm} (13.1)

The cost function is either

\[ J_0(x(0), U_0) = \|Px_N\|_p + \sum_{k=0}^{N-1} \|Qx_k\|_p + \|Ru_k\|_p \] \hspace{1cm} (13.2)

with \( p = 1 \) or \( p = \infty \), or

\[ J_0(x(0), U_0) = x_N'Px_N + \sum_{k=0}^{N-1} x_k'Qx_k + u_k'Ru_k. \] \hspace{1cm} (13.3)

Denote a suboptimal feasible solution of (13.1) by \( \tilde{U}_0 = \{\tilde{u}_0, \ldots, \tilde{u}_{N-1}\} \). The corresponding suboptimal MPC law is

\[ \tilde{u}(t) = \tilde{f}_0(x(t)) = \tilde{u}_0(x(t)) \] \hspace{1cm} (13.4)

and the closed-loop system

\[ x(k+1) = Ax(k) + B\tilde{f}_0(x(k)) = \tilde{f}_{cl}(x(k)), \quad k \geq 0. \] \hspace{1cm} (13.5)

In the following we will prove that the stability of receding horizon control is preserved when the suboptimal control law \( \tilde{u}_0(x(t)) \) is used as long as the level of suboptimality is less than the stage cost, i.e.

\[ J_0(x, \tilde{U}_0(x)) < J_0^*(x) + q(x, 0). \]

This is stated more precisely in the following Theorem 13.1.

**Theorem 13.1** Assume

(A0) The stage cost \( q(x, u) \) and terminal cost \( p(x) \) are continuous and positive definite functions.

(A1) The sets \( \mathcal{X}, \mathcal{X}_f \) and \( \mathcal{U} \) contain the origin in their interior and are closed.

(A2) \( \mathcal{X}_f \) is control invariant, \( \mathcal{X}_f \subseteq \mathcal{X} \).

(A3) \[ \min_{v \in \mathcal{U}, \, Ax + Bv \in \mathcal{X}_f} (-p(x) + q(x, v) + p(Ax + Bv)) \leq 0, \quad \forall x \in \mathcal{X}_f. \]
The suboptimal $\hat{U}_0(x)$ satisfies $J_0(x, \hat{U}_0(x)) \leq J_0^*(x) + \gamma(x)$, $\forall x \in X_0$, $\gamma \geq 0$.

(A5) $\gamma(x) - q(x, 0) < 0$, $\forall x \in X_0$, $x \neq 0$.

Then, the origin of the closed-loop system (13.5) is asymptotically stable with domain of attraction $X_0$.

Proof: The proof follows the proof of Theorem 12.2. We focus only on the arguments for convergence, which are different for the suboptimal MPC controller. We establish that the function $J_0^*(\cdot)$ in (13.1) strictly decreases for the closed-loop system. Because the cost $J_0$, the system and the constraints are time-invariant we can study the properties of $J_0^*$ between step $k = 0$ and step $k + 1 = 1$.

Consider problem (13.1) at time $t = 0$. Let $x(0) \in X_0$ and let $\hat{U}_0 = \{\hat{u}_0, \ldots, \hat{u}_{N-1}\}$ be a feasible suboptimal solution to problem (13.1) and $x_0 = \{x(0), x_1, \ldots, x_N\}$ be the corresponding state trajectory. We denote by $\hat{J}_0(x(0))$ the cost at $x(0)$ when the feasible $\hat{U}_0$ is applied, $\hat{J}_0(x(0)) = J_0(x(0), \hat{U}_0)$.

After the implementation of $\hat{u}_0$ we obtain $x(1) = x_1 = Ax(0) + B\hat{u}_0$. Consider now problem (13.1) for $t = 1$. We will construct an upper bound on $J_0^*(x(1))$. Consider the sequence $\hat{U}_1 = \{\hat{u}_1, \ldots, \hat{u}_{N-1}, v\}$ and the corresponding state trajectory resulting from the initial state $x(1)$, $\hat{x}_1 = \{x_1, \ldots, x_N, Ax_N + Bv\}$. Because $x_N \in X_f$ and (A2) there exists a feasible $v$ such that $x_{N+1} = Ax_N + Bv \in X_f$ and with this $v$ the sequence $\hat{U}_1 = \{\hat{u}_1, \ldots, \hat{u}_{N-1}, v\}$ is feasible. Because $\hat{U}_1$ is not optimal $\hat{J}_0(x(1), \hat{U}_1)$ is an upper bound on $J_0^*(x(1))$.

Since the trajectories generated by $\hat{U}_0$ and $\hat{U}_1$ overlap, except for the first and last sampling intervals, it is immediate to show that
\[
J_0^*(x(1)) \leq \hat{J}_0(x(0), \hat{U}_1) = \hat{J}_0(x(0)) - q(x_0, \hat{u}_0) - p(x_N) + (q(x_N, v) + p(Ax_N + Bv)).
\] (13.6)

Let $x = x_0 = x(0)$ and $u = \hat{u}_0$. Under assumption (A3) equation (13.6) becomes
\[
J_0^*(Ax + Bu) \leq \hat{J}_0(x) - q(x, u), \forall x \in X_0.
\] (13.7)

Under assumption (A4) equation (13.7) becomes
\[
J_0^*(Ax + Bu) - J_0^*(x) \leq \gamma(x) - q(x, u) \leq \gamma(x) - q(x, 0), \forall x \in X_0.
\] (13.8)

Equation (13.8), the hypothesis (A0) on the matrices $Q$ and $R$ and the hypothesis (A5) ensure that $J_0^*(x)$ strictly decreases along the state trajectories of the closed-loop system (13.5) for any $x \in X_0$, $x \neq 0$. 

Theorem 13.1 has introduced sufficient conditions for stability for the approximate solution $\hat{U}_0(x)$ based on its level of suboptimality specified by the assumptions (A4) and (A5). In the following section we describe how these conditions can be met by sampling the optimal control law for different values of $x$ and then using a technique called barycentric interpolation.
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To simplify the discussion we will adopt the notation for the general multiparametric programming problem from Chapter 5. We consider the multiparametric program

\[
J^*(x) = \inf_z J(z, x)
\]

subj. to \((z, x) \in C\),

where

\[
C = \{z, x : g(z, x) \leq 0\},
\]

\(z \in Z \subseteq \mathbb{R}^s\) is the optimization vector, \(x \in \mathcal{X} \subseteq \mathbb{R}^n\) is the parameter vector, \(J : \mathbb{R}^s \times \mathbb{R}^n \to \mathbb{R}\) is the cost function and \(g : \mathbb{R}^s \times \mathbb{R}^n \to \mathbb{R}^n\) are the constraints. We assume throughout this chapter that the set \(C\) is convex, and that the function \(J(z, x)\) is simultaneously convex in \(z\) and \(x\). Note that this implies that the optimization problem (13.9) is convex for each fixed value of the parameter \(x\). For a particular value of the parameter \(x\), we denote the set of feasible points as

\[
R(x) = \{z \in Z : g(z, x) \leq 0\},
\]

and define the feasible set as the set of parameters for which (13.9) has a solution

\[
K^* = \{x \in \mathcal{X} : R(x) \neq \emptyset\},
\]

We denote by \(J^*(x)\) the real-valued function that expresses the dependence of the minimum value of the objective function over \(K^*\) on \(x\)

\[
J^*(x) = \inf_z \{J(z, x) : z \in R(x)\},
\]

and by \(Z^*(x)\) the point-to-set map which assigns the (possibly empty) set of optimizers \(z^* \in 2^Z\) to a parameter \(x \in \mathcal{X}\)

\[
Z^*(x) = \{z \in R(x) : J(z, x) = J^*(x)\}.
\]

We make the following assumptions:

**Convexity** The function \(J^*(x)\) is continuous and convex.

**Uniqueness** The set of optimizers \(Z^*(x)\) is a singleton for each value of the parameter. The function \(z^*(x) = Z^*(x)\) will be called optimizer function.

**Continuity** The function \(z^*(x)\) is continuous.

Note that the solutions \(J^*(x)\), \(Z^*(x)\) and \(z^*(x)\) of problem (13.1) satisfy these conditions. We emphasize, however, that the approximate methods introduced in the following are applicable also to more general MPC problems as long as these conditions of convexity, uniqueness and continuity are met.

For the approximation methods introduced below convexity of the function \(\gamma(x) \geq 0\) (Theorem 13.1, assumptions (A4)-(A5)) bounding the level of suboptimality is necessary. It is not required, however, for the closed-loop stability with the approximate control law.
13.2 Barycentric Interpolation

Schemes have been proposed in the literature that compute an approximate solution to various problems of the form (13.9) based on interpolating the optimizer \( z^*(v_i) \) at a number of samples of the parameter \( V = \{v_i\} \subset K^* \). The goal of interpolated control is to define a function \( \tilde{z}(x) \) over the convex hull of the sampled points \( \text{conv}(V) \), which has the required properties laid out in Theorem 13.1.

Section 13.2.1 will introduce the notion of barycentric interpolation, and will demonstrate that such an approach will lead to an approximate function \( \tilde{z}(x) \), which is feasible

\[
\tilde{z}(x) \in R(x), \forall x \in \text{conv}(V).
\]  

(13.15)

Then Section 13.2.2 introduces a convex optimization problem, whose optimal value, if positive, verifies a specified level of suboptimality

\[
J(\tilde{z}(x), x) \leq J^*(x) + \gamma(x), \forall x \in \text{conv}(V).
\]  

(13.16)

By Theorem 13.1 the stability of the resulting suboptimal interpolated control law follows.

13.2.1 Feasibility

The class of interpolating functions \( \tilde{z}(x) \) satisfying (13.15) is called the class of barycentric functions.

Definition 13.1 (Barycentric function) Let \( V = \text{conv}(v_1, \ldots, v_n) \subset \mathbb{R}^n \) be a polytope. The set of functions \( w_v(x) \), \( v \in \text{extreme}(V) \) is called barycentric if three conditions hold for all \( x \in V \)

\[
\begin{align*}
w_v(x) &\geq 0 \quad \text{positivity} \quad (13.17a) \\
\sum_{v \in \text{extreme}(V)} w_v(x) & = 1 \quad \text{partition of unity} \\
\sum_{v \in \text{extreme}(V)} vw_v(x) & = x \quad \text{linear precision} \quad (13.17c)
\end{align*}
\]

Many methods have been proposed in the literature to generate barycentric functions, several of which are detailed in Section 13.3, when we introduce constructive methods for generating approximate controllers. Figure 13.1 illustrates several standard methods of barycentric interpolation.

Given a set of samples \( V \), and a set of barycentric interpolating functions \( \{w_v(x)\} \), we can now define an interpolated approximation \( \tilde{z}(x) \):

\[
\tilde{z}(x) = \sum_{v \in \text{extreme}(V)} z^*(v)w_v(x)
\]  

(13.18)

The key statement that can be made about functions defined via barycentric interpolation is that the function values lie within the convex hull of the function values at the sample points. This property is illustrated in Figure 13.2, and formally defined in the following Lemma.
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(a) Linear interpolation.
(b) Wavelet interpolation.
(c) Barycentric interpolation defined in Lemma 13.5.

Figure 13.1 Examples of different barycentric interpolations.

Lemma 13.1 (Convex Hull Property of Barycentric Interpolation) If $V = \{v_0, \ldots, v_m\} \subset \mathcal{K}^*$, $z^*(v_i)$ is the optimizer of (13.9) for the parameter $v_i$, and \{$w_v(x)$\} is a set of barycentric interpolating functions, then

$$\tilde{z}(x) = \sum_{v \in V} z^*(v)w_v(x) \in \mathcal{R}(x) \text{ for all } x \in \text{conv}(V).$$

Proof: The statement holds if for each $x \in \text{conv}(V)$ there exists a set of positive multipliers $\lambda_0, \ldots, \lambda_m$ such that

$$\left(\begin{array}{c} x \\ \tilde{z}(x) \end{array}\right) = \sum_{i=0}^{m} \lambda_i \left(\begin{array}{c} v_i \\ z^*(v_i) \end{array}\right)$$

and $\sum_{i=0}^{m} \lambda_i = 1$. The properties of barycentric functions (13.17) clearly satisfy this requirement.
13.2 Barycentric Interpolation

![Figure 13.2 Illustration of the Convex-Hull Property of Barycentric Interpolation. The first image shows a number of samples of a function, the second the convex hull of these sample points and the third, a barycentric interpolation that lies within this convex hull.](image)

13.2.2 Suboptimality

Next we investigate the level of suboptimality obtained for a barycentric interpolation. First we demonstrate that the value of the function $J(z, x)$ for the approximate solution $\tilde{z}(x)$ is upper-bounded by the barycentric interpolation of its optimal value taken at the sample points. Then we introduce a convex optimization problem, whose solution upper-bounds the approximation error.

**Lemma 13.2** If $\tilde{z}(x)$ is a barycentric interpolation as defined in (13.18), then the following condition holds:

$$J^*(x) \leq J(\tilde{z}(x), x) \leq \sum_{v \in V} w_v(x) J^*(v) \text{ for all } x \in \text{conv}(V).$$

**Proof:** The lower bound follows from the fact that $\tilde{z}(x)$ is feasible for the optimization problem for all $x \in V$ (Lemma 13.1).
The upper bound follows from convexity of the function $J(z, x)$. Consider a fixed value of the parameter $x \in \text{conv}(V)$:

$$J(\tilde{z}(x), x) = J\left(\sum_{v \in V} w_v(x)z^*(v), \sum_{v \in V} w_v(x)v\right) \leq \sum_{v \in V} w_v(x)J(z^*(v), v) = \sum_{v \in V} w_v(x)J^*(v).$$

The inequality in the above sequence follows because for a fixed value of the parameter $x$, the barycentric interpolating functions $\{w_v\}$ are all positive, and sum to one. ■

The previous lemma demonstrates that due to the convexity of the value function $J(z, x)$, the interpolation of the optimal value function at the sample point $s$ provides an upper bound of the value function evaluated at the interpolated approximation $\tilde{z}(x)$ (Fig. 13.3). We can use this fact to formulate a convex optimization problem, whose solution will provide a certificate for (13.16).

**Theorem 13.2** If $\delta_V \geq 0$, then $J(\tilde{z}(x), x) \leq J^*(x) + \gamma(x)$ for all $x \in \text{conv}(V)$, where

$$\delta_V = \min_{x, z, \lambda_v} J(z, x) + \gamma(x) - \sum_{v \in V} \lambda_v J^*(v)$$

subject to

$$x = \sum_{v \in V} \lambda_v v, \quad \lambda_v \geq 0, \quad \sum_{v \in V} \lambda_v = 1$$

$(x, z) \in C$

*Proof:* We see that the suboptimality bound is met within the convex hull of $V$ if and only if the following value is non-negative:

$$\min_{\lambda_v, x \in \text{conv}(V)} J^*(x) + \gamma(x) - J(\tilde{z}(x), x)$$

(13.20)

Lemma 13.2 provides a lower-bound

$$(13.20) \geq \min_{x \in \text{conv}(V)} J^*(x) + \gamma(x) - \sum_{v \in V} w_v(x)J^*(v)$$

and we obtain a further relaxation / lower bound by optimizing over all possible barycentric functions

$$(13.20) \geq \min_{x \in \text{conv}(V)} J^*(x) + \gamma(x) - \sum_{v \in V} \lambda_v J^*(v)$$

subject to

$$x = \sum_{v \in V} \lambda_v v, \quad \lambda_v \geq 0, \quad \sum_{v \in V} \lambda_v = 1.$$

Recalling that $J^*(x) = \min_z J(z, x)$ s.t. $(x, z) \in C$ provides the desired result. ■
In this section we have demonstrated that if the approximate solution \( \tilde{z}(x) \) is generated via barycentric interpolation, it will satisfy (13.15) and that the condition for suboptimality (13.16) can be verified by solving a convex optimization problem. In the next section, we will introduce several constructive techniques to incrementally build approximate barycentric interpolating functions.

### 13.2.3 Constructive Algorithm

In this section, we introduce a simple high-level algorithm to incrementally construct a barycentric function that satisfies conditions (13.15)- (13.16) and therefore can be used in Theorem 13.1 to generate a stabilizing control law. The idea is simple: begin with a set of sample points and solve the optimization problem in Theorem 13.2 to test if the stability condition is met. If it is not, then sample an additional set of points, sub-divide the resulting region into sub-regions and repeat the procedure for each such generated region. In the following we formalize this idea, and demonstrate that this procedure will terminate.

---

**Algorithm 13.1** Approximate Parametric Programming with Stability Guarantee

**Input:** Parametric Optimization Problem (13.9). Initial set of samples \( V \)

**Output:** Sample points \( V \subset K^* \) and set of subsets \( \mathcal{R} = \{ R_j, j = 1, \ldots \} \), \( R_j \subseteq V \) such that \( \{ \text{conv}(R_j), j = 1, \ldots \} \) forms a partition of \( \text{conv}(V) \) and \( \delta_{R_j} \geq 0 \) for all \( j \)

Let \( \mathcal{R} \leftarrow V \)

Repeat

\[ R^* \leftarrow \text{argmin}_{R_j \in \mathcal{R}} \delta_{R_j} \text{ (from problem (13.19))} \]

If \( \delta_{R^*} < 0 \) Then

\[ V \leftarrow V \cup \{ x_{R^*} \}, \text{ where } x_{R^*} \text{ is the optimizer of (13.19) for region } R^* \]

\[ \mathcal{R} \leftarrow \text{partition}(V, \mathcal{R}) \]

Until \( \delta_{R^*} \geq 0 \)

Return \( \mathcal{R} \)
Algorithm 13.1 outlines at a high level a method for constructing a polytopic partition (Definition 4.6) of a set of initial samples, where each polytope in the partition satisfies the suboptimality condition of Theorem 13.1, and therefore any barycentrically interpolated control law defined over the partition will be stabilizing. One can see that in each iteration of the algorithm, the region $R^*$ with the worst fit measured in terms of $\delta_{R^*}$ is computed, and the parameter $x_{R^*}$ at which this maximum error occurs is added to the samples. The sample points $V$ are then updated to include this new point, and the set $R$ is re-computed. This set $R$ defines a partition splitting $\text{conv}(V)$ into a set of polytopes $\{\text{conv}(R_j), \ j = 1, \ldots\}$. Once this key function “partition” is defined, this algorithm can be directly implemented.

Several methods have been proposed in the literature that roughly follow the scheme of Algorithm 13.1 [37, 159, 3, 156]. Many of these approaches differ in the details by adding caching steps to minimize computation of $\delta_R$, add multiple points at a time, or take an incremental re-partitioning approach. All of these procedures can significantly improve the computation speed of the algorithm, and should therefore be incorporated into any practical approach.

### 13.3 Partitioning and Interpolation Methods

This section outlines three approaches to partitioning the set of samples and the associated barycentric interpolation methods. While many proposals have been put forward in the literature, we focus here on three techniques: inner polytopic approximation (triangulation), outer polytopic approximation (convex hull) and second-order interpolants (hierarchical grids). For each partitioning approach, we present an appropriate barycentric interpolation method.

#### 13.3.1 Triangulation

The simplest approach to generate a barycentric function is to first triangulate the sampled points $V$, and then define a piece-wise affine control law over the triangulation. The resulting interpolation of the optimal value function at the sampled points will result in a convex piecewise affine inner approximation of the optimal value function, and the approximate control law will be a piecewise affine function.

**Definition 13.2 (Triangulation)** A triangulation of a finite set of points $V \subset \mathbb{R}^n$ is a finite collection $T_V = \{R_0, \ldots, R_L\}$ such that

- $R_i = \text{conv}(V_i)$ is an $n$-dimensional simplex for some $V_i \subset V$
- $\text{conv}(V) = \bigcup R_i$ and $\text{int} R_i \cap \text{int} R_j = \emptyset$ for all $i \neq j$
- If $i \neq j$ then there is a common (possibly empty) face $F$ of the boundaries of $S_i$ and $S_j$ such that $S_i \cap S_j = F$. 


There are various triangulations possible; for example, the recursive triangulation developed in [232, 37] has the strong property of generating a simple hierarchy that can significantly speed online evaluation of the resulting control law. The Delaunay triangulation [109], which has the nice property of minimizing the number of skinny triangles, or those with small angles is a common choice for which incremental update algorithms are well-studied and readily available (i.e., computation of $T_{V \cup \{v\}}$ given $T_V$). A particularly suitable Delaunay triangulation can be defined by using the optimal cost function as a weighting term, which causes the resulting triangulation to closely match the optimal partition [159].

Given a discrete set of states $V$, we can now define an interpolated control law $	ilde{z}(x; T_V) : \mathbb{R}^n \mapsto \mathbb{R}^m$.

**Definition 13.3** If $V \subset \mathcal{X} \subset \mathbb{R}^n$ is a finite set and $T = \{ \text{conv}(V_1), \ldots, \text{conv}(V_L) \}$ is a triangulation of $V$, then the interpolated function $	ilde{z}(x; T) : \text{conv}(V) \mapsto \mathbb{R}^m$ is

$$
\tilde{z}(x; T) = \sum_{v \in V_j} z^*(v) \lambda_v , \text{ if } x \in \text{conv}(V_j)
$$

where $\lambda_v \geq 0$, $\sum \lambda_v = 1$ and $x = \sum_{v \in V_j} v \lambda_v$.

For each simplicial region $\text{conv}(V_j)$ in the triangulation, the set of multipliers $\lambda$ is unique and can be found by solving the system of linear equations

$$
\lambda = \begin{bmatrix}
v_1 & \cdots & v_{n+1} \\
1 & \cdots & 1
\end{bmatrix}^{-1} \begin{bmatrix}
x \\
1
\end{bmatrix}
$$

where $v_i \in V_j$.

The function $\tilde{z}(x; T)$ is piecewise affine, and given by:

$$
\tilde{z}(x; T) = \begin{bmatrix}
z^*(v_1) \\
z^*(v_2) \\
\vdots \\
z^*(v_{n+1})
\end{bmatrix}' \left[ 
\begin{bmatrix}
v_1 & \cdots & v_{n+1} \\
1 & \cdots & 1
\end{bmatrix}^{-1} \begin{bmatrix}
x \\
1
\end{bmatrix}
\right] \text{ if } x \in V_j = \text{conv}(\{v_1, \ldots, v_{n+1}\}).
$$

The simplical nature of each region immediately demonstrates that the interpolation 13.21 is barycentric.

### 13.3.2 Outer Polyhedral Approximation

The previous section introduced an approach that generates an inner polytopic approximation of the optimal value function, which results in a triangulation of the state space. This section introduces an outer polytopic approximation method that will result in a general polytopic partition of the space, which is often significantly less conservative than a triangulation, i.e., for the same number of samples it provides a tighter approximation of the value function.
Implicit Double Description Algorithm: Computing an Outer Polyhedral Approximation of a Convex Set

We begin by introducing an algorithm, called the implicit double description method [162], which computes an outer polyhedral approximation in an incremental fashion that is greedy-optimal in terms of the Hausdorff metric defined below.

The epigraph of the optimal value function plus the specified desired approximation error is defined as:

$$\text{epi} \ J^* \gamma = \{(x, J) : J \geq J^*(x) + \gamma(x)\}.$$ 

The epigraph of a convex function is a convex set. Our goal is to compute a polyhedron $P$ which is an inner approximation of the epigraph of the optimal value function and an outer approximation of the optimal value function plus the specified desired approximation error (Figure 13.4):

$$\text{epi} \ J^* \gamma \supseteq P \supseteq \text{epi} \ J^* \gamma.$$ 

Once such an approximation is in hand, we will then use it to compute a polytopic partition of $\mathcal{K}^*$ over which the approximate control law will be defined.

The quality of approximation is measured in terms of the Hausdorff distance, which measures the distance between two sets $X$ and $Y$ as:

$$d_H(X, Y) = \max \{\sup_{x \in X} \inf_{y \in Y} \|x - y\|_2, \sup_{y \in Y} \inf_{x \in X} \|x - y\|_2\}.$$ 

Our goal is to compute the Hausdorff distance between our polytopic approximation, and $\text{epi} \ J^* \gamma$ by solving a convex optimization problem. We first recall the definition of the projection of a point $v$ onto a convex set $S$

$$\text{proj}_S v = \arg \min_{x \in S} \|v - x\|_2^2$$

The following lemma states that we can compute the projection of a point onto the epigraph of the optimal value function by solving a convex optimization problem.
Lemma 13.3 The projection of \((v, J_v)\) onto the epigraph \(\text{epi} J^*\gamma\) is the optimizer of the following problem, \((x^*, J^*)\):
\[
\min_{\bar{x}, \bar{z}} \|x - v\|^2 + \|J(z, x) + \gamma(x) - J_v\|^2
\]
\[
\text{s.t. } (x, z) \in C.
\]

We can now use the fact that the maximizer of a convex function over a convex set will always occur at an extreme point of the set to write the Hausdorff distance as the maximum of the projection of the vertices of the polyhedron \(P\) onto the epigraph, which can be done by testing a finite number of points, since a polyhedron has a finite number of vertices.

Lemma 13.4 If \(P\) is a polyhedron, and \(P \supseteq \text{epi} J^*\gamma\) is a convex set, then the Hausdorff distance is:
\[
d_H(P, \text{epi} J^*\gamma) = \max_{(v, J_v) \in \text{extreme}(P)} \|x^*(v) - v\|^2 + \|J^*(v) + \gamma(x) - J_v\|^2
\]
where \((x^*(v), J^*(v))\) is the projection of \((v, J_v)\) onto the epigraph.

Algorithm 13.2 below will generate a sequence of outer polyhedral approximations of the epigraph that are monotonically decreasing in terms of the Hausdorff distance. In each iteration of the algorithm, the Hausdorff distance is computed, and the extreme point \(v\) of \(P\) at which the worst-case error occurs is removed from \(P\) by adding a separating hyperplane between the point \(v\) and the epigraph. The addition of a separating hyperplane ensures that the updated polyhedron remains an outer approximation, and since the worst-case point is removed from the set, we have that the approximation error is monotonically decreasing in the Hausdorff distance. The algorithm terminates when all of the vertices of \(P\) are contained in the epigraph of \(J^*\). Figure 13.5 illustrates the process of a single cycle of the implicit double description algorithm. Figure 13.6 shows a progression of steps until the termination criterion \(\text{extreme}(P) \subset \text{epi} J^*(x)\) is satisfied.

![Figure 13.5](image.png)

**Figure 13.5** Example of one iteration of the implicit double-description algorithm. Square: Point \(v_{\text{max}}\) at which the worst-case error occurs. Circle: Point \(z^*(v_{\text{max}})\); Projection of \(v_{\text{max}}\) onto the set. Line: Separating hyperplane.

Algorithm 13.2 Approximate Parametric Programming with Stability Guarantee
**Input:** Parametric Optimization Problem (13.9). Initial polyhedron $P \supset epi J^{\ast, \gamma}$

**Output:** Polyhedron $P$ such that $epi J^{\ast, \gamma} \subseteq P \subseteq epi J^{\ast}$

**Repeat**

ForEach $v \in \text{extreme}(P)$

$$z^{\ast}(v) = \min_{z \in epi J^{\ast, \gamma}} \|v - z\|_2$$

$$v_{\text{max}} \leftarrow \operatorname*{argmax}_{v \in \text{extreme}(P)} \|v - z^{\ast}(v)\|$$

$$P \leftarrow P \cap \{z : [z^{\ast}(v_{\text{max}}) - v]'(z - z^{\ast}(v_{\text{max}})) \leq 0\}$$

Until $\text{extreme}(P) \subset epi J^{\ast}(x)$

---

**Approximate Control Law from Polyhedral Approximation**

Once an outer approximation $P$ of the epigraph has been computed, then an approximate control law can be defined as follows. For each facet $F$ of $P$ define the polytope $R_F$ as the projection of the facet $F$ onto the state space

$$R_F = \{x : \exists J, (x, J) \in F\}.$$ 

The set of all such polytopes, $\{R_F\}$, forms a partition of the feasible set of the controller and we define our approximate control law over this set:

$$\tilde{z}(x) = \sum_{v \in \text{extreme}(R_F)} u^{\ast}(v)w_{v,F}(x), \text{ if } v \in R_F \quad (13.22)$$

where $w_{v,F}(x)$ is a barycentric set of functions for the polytope $R_F$. A method to construct such a function will be described in the next sub-section.

The following theorem demonstrates that this approximate $\tilde{z}(x)$ satisfies condition (13.16).

**Theorem 13.3** Let $\tilde{z}(x)$ be defined as in (13.22) for a polyhedral approximation $P$ that satisfies the condition $\text{extreme}(P) \subset epi J^{\ast}(x)$, then condition (13.16) is satisfied.

**Proof:**

$$J^{\ast}(x) \leq J(\tilde{z}(x), x)$$

Feasibility of barycentric interpolation from Lemma 13.1

$$\leq \sum_{v \in \text{extreme}(R_F)} J^{\ast}(v)w_{v,F}(x), \text{ if } v \in R_F$$

Convexity of $J^{\ast}$

$$\leq \sum_{(v,J_v) \in \text{extreme}(F)} J_v w_{v,F}(x), \text{ if } v \in R_F$$

$P \subseteq epi J^{\ast}$

$$\leq \min_{(x,J) \in P} J$$

$(v,J_v)$ are all on a hyperplane

$$\leq J^{\ast}(x) + \gamma(x)$$

$P \supset epi J^{\ast, \gamma}$

$\blacksquare$
Barycentric Functions for Polytopes

Our goal is now to define an easily computable barycentric function for each polytope \( R_F \). If the polytope \( R_F \) is a simplex, then the barycentric function is unique, linear and trivially computed and so we focus on the non-simplical case. In [285] a very elegant method of computing a barycentric function for arbitrary polytopes was proposed that can be put to use here.

Lemma 13.5 (Barycentric coordinates for polytopes [285]) Let \( S = \text{conv}(V) \subset \mathbb{R}^d \) be a polytope and for each simple vertex \( v \) of \( S \), let \( b_v(x) \) be the function

\[
b_v(x) = \frac{\alpha_v}{\|v - x\|_2}
\]

where \( \alpha_v \) is the area of the polytope \( \{ y : [V - 1x']y \leq 0, \ (v - x)'y = 1 \} \); i.e., the area of the facet of the polar dual of \( S - \{ x \} \) corresponding to the vertex \( v - x \). The function \( w_v(x) = b_v(x)/\sum_v b_v(x) \) is barycentric over the polytope \( S \).

The areas of the facets of the polar duals \( \alpha_v \) can be pre-computed offline and stored. If there are \( d + 1 \) facets incident with the vertex \( v \) (i.e., \( v \) is simplical), then the area of the polar facet is \( \det \left( \begin{array}{c} a_0 \\ \vdots \\ a_{d+1} \end{array} \right) \), where \( \{ a_0, \ldots, a_{d+1} \} \) are the normals of the incident facets. If the vertex is not simplical, then the area can be easily computed by perturbing the incident facets [285]. Such computation is straightforward because both the vertices and halfspaces of each region are available due to the double-description representation.

13.3.3 Second-Order Interpolants

This section summarizes the hierarchical grid-based approach proposed in [270]. The main idea is to partition the space into a grid, which is then extremely fast to evaluate online. We first introduce an interpolation method based on second-order interpolants and demonstrate that it is barycentric. We then discuss a sparse hierarchical gridding structure, which allows for extremely sparse storage of the data and rapid evaluation of the function.

Our goal is to define a set of basis functions, one for each sampled vertex of the grid, whose sum is barycentric within each hypercube of the grid. We begin by defining the one-dimensional scaling function (hat function), with support on \([-1, 1]\) as:

\[
\phi(x) = \begin{cases} 
1 - |x| & \text{if } x \in [-1, 1] \\
0 & \text{otherwise.}
\end{cases}
\]

For a particular grid point \( v \), with grid width of \( w \), we can extend the hat function by scaling and shifting:

\[
\phi_{v, w}(x) = \phi \left( \frac{x - v}{w} \right).
\]
We extend the function to \( d \)-dimensions by simply taking the product:

\[
\phi_{v,w}(x) = \prod_{i=1}^{d} \phi_{v_i,w}(x_i),
\]

where \( v_i \) and \( x_i \) are the \( i \)th components of the vectors \( v \) and \( x \) respectively.

The resulting basis function \( \phi_{0,1}(x) \) is illustrated in two dimensions in Figure 13.7.

We now define our interpolated approximation as:

\[
\tilde{z}(x) = \sum_{v \in G} z^*(v) \phi_{v,w}(x)
\]

where \( w \) is the width of the grid, and \( G \) is the set of grid vertices.

**Lemma 13.6** [270] Let \( R \) be the hypercube defined by

\[
R = \frac{w}{2} (B_\infty \oplus 1) \oplus v
\]

where \( B_\infty = \{ x : \| x \|_\infty \leq 1 \} \) is the unit infinity-norm ball. The set of functions \( \{ \phi_{v,w}(x) \} \) is barycentric within the set \( R \).

Lemma 13.6 states that each hypercube in the grid is in fact barycentric. In order to apply Algorithm 13.1 we need a method of re-partitioning the current sample points. We do this via a hierarchical approach, in which each hypercube of the grid is tested for compliance with condition (13.16) and, if it fails, is subdivided into \( 2^d \) more hypercubes. The result is a hierarchical grid, that is very easy to evaluate online.

What has been discussed so far is termed a ‘nodal’ representation of the approximate function. It is also possible to define what is termed a ‘hierarchical multi-scale’ representation, which, at each level of the re-gridding procedure, approximates only the residual, rather than the original function. This approach generally results in an extremely sparse representation of the data, and significantly ameliorates the downsides of sampling on a grid. See [270] for more details.

**Example 13.1** We demonstrate and compare the three approximation algorithms introduced in this Chapter on a simple example. The result of this comparison should not be generalized to other problems, since the performance of any given approximation method will depend strongly on the problem being considered.

Consider the following system:

\[
\begin{bmatrix} 1 & 1 \\ 0 & 1 \end{bmatrix} x(k) + \begin{bmatrix} 1 \\ 0.5 \end{bmatrix} u(k)
\]

with state and input constraints:

\[
x \in \mathcal{X} = \{ x : \| x \|_\infty \leq 5 \} \quad \text{and} \quad u \in \mathcal{U} = \{ u : \| u \|_\infty \leq 1 \}.
\]
13.3 Partitioning and Interpolation Methods

We approximate the control law resulting for a standard quadratic-cost MPC problem with a horizon of 10 and weighting matrices taken to be

$$Q = \begin{bmatrix} 0.1 & 0 \\ 0 & 2 \end{bmatrix}, \quad R = 1.$$

The MPC problem formulation includes a terminal set and terminal weight, which are computed as discussed in Chapter 12 as the maximum invariant set for the system when controlled with the optimal LQR control law.

The optimal value function $J^*$ for this problem can be seen in Figure 13.8, along with the approximation target $J^*(x) + \gamma(x)$ for $\gamma(x) = x'Qx$.

Figures 13.9-13.11 shows the evolution of the approximation algorithm using a triangulation approach, and Figure 13.12 shows the resulting approximate control law and the approximation error. The approximation error seems quite large but this is all what is needed when the only objective is to retain stability rather than performance. Figures 13.13-13.14 shows the same evolution, but for the double description/outer approximation approach. One can see that far fewer sample points are required to reach a stability certificate.

The example has also been approximated using the second-order interpolant method until the stability certification was achieved. Figure 13.15 shows the resulting nodal partition of the state space. Note that since it would take an infinite number of hypercubes to approximate a non-orthogonal polytope, a soft-constrained version of the problem is taken in the domain outside the feasible set (although the stability certificate is valid only within the feasible set). One can see the approximate control law, the resulting error and the resulting approximated value function in Figures 13.16 and 13.17, respectively.

Table 13.1 shows the required online data storage and computation time for the various methods introduced in this chapter for the studied example, as well as the average and worst-case approximation errors (based on samples). One can see that for this small example, the second-order interpolants are clearly the best solution. However, this should not be taken as a clear indicator, or a recommendation for the method beyond the others, since this would require a thorough computational comparison of the various methods (or their variants in the literature) on a wide range of practical problems.

**Table 13.1** Example 13.1. Comparison of the approximation methods introduced in Section 13.3. The indicated Online FLOPS for triangulation are based on linear search.

<table>
<thead>
<tr>
<th>Method</th>
<th>Data (numbers)</th>
<th>Online FLOPS</th>
<th>Approx error $|\tilde{u}(x) - u^*(x)|$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(avg)</td>
<td>(max)</td>
</tr>
<tr>
<td>Triangulation</td>
<td>120</td>
<td>1,227</td>
<td>3.3% 24.6%</td>
</tr>
<tr>
<td>Polynedral approx</td>
<td>720</td>
<td>752</td>
<td>2.5% 22.6%</td>
</tr>
<tr>
<td>Second-order interpolants</td>
<td>187</td>
<td>26</td>
<td>1.1% 8.3%</td>
</tr>
</tbody>
</table>
Figure 13.6 Several steps of the Double Description algorithm with the termination criterion $\text{extreme}(P) \subseteq \text{epi } J^*(x)$ satisfied in the last step.
Figure 13.7 Plot of the second order interpolant in 2D centered at zero, with a width of one.

Figure 13.8 Example 13.1. Optimal cost $J^*(x)$ and approximation stability bound $J^*(x) + \gamma(x)$ above it.
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Figure 13.9 Example 13.1. Error function $-\delta_V$ (top). Points marked are the vertices with worst-case fit. Partition (triangulation) of the sampled points (middle). Upper-bound on approximate value function (convex hull of sample points) (bottom).

(a) Sub-optimal solution with 15 vertices. Error: $\delta_V = -17.8$.

(b) Sub-optimal solution with 25 vertices. Error: $\delta_V = -4.51$. 
(a) Sub-optimal solution with 35 vertices. Error: $\delta V = -1.26$.

(b) Sub-optimal solution with 45 vertices. Error: $\delta V = -0.82$

Figure 13.10 Example 13.1. Error function $-\delta V$ (top). Points marked are the vertices with worst-case fit. Partition (triangulation) of the sampled points (middle). Upper-bound on approximate value function (convex hull of sample points) (bottom).
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Figure 13.11 Example 13.1. Error function $-\delta_V$ (top). Points marked are the vertices with worst-case fit. Partition (triangulation) of the sampled points (middle). Upper-bound on approximate value function (convex hull of sample points) (bottom).
Figure 13.12 Example 13.1. Approximate control law using triangulation.
Figure 13.13  Example 13.1. Error function $-\delta V$ (top). Points marked are the vertices with worst-case fit. Partition (polyhedral approximation) of the sampled points (middle). Upper-bound on approximate value function (convex hull of sample points) (bottom).
Figure 13.14 Example 13.1. Error function $-\delta_V$ (top). Points marked are the vertices with worst-case fit. Partition (polyhedral approximation) of the sampled points (middle). Upper-bound on approximate value function (convex hull of sample points) (bottom).
Figure 13.15 Example 13.1. Partition generated by the second-order interpolant method.

Figure 13.16 Example 13.1. Approximate control law using second-order interpolants.

Figure 13.17 Example 13.1. Approximate value function \( \hat{J}(x) \) using second-order interpolants.
Chapter 14

On-line Control Computation

In previous chapters we have shown how to compute the solution to constrained finite time optimal control problems. Two approaches can be used. The first approach consists of solving a mathematical program for a given initial state. The second approach employs multiparametric programming to compute the solution as an explicit piecewise affine function of the initial state. This implies that for constrained linear systems, a Receding Horizon Control (RHC) policy requires either the on-line solution of a quadratic or linear program, or the evaluation of a piecewise affine on polyhedra function.

In this chapter we focus on efficient on-line methods for the computation of RHC control laws. The main drawback of explicit optimal control laws is that the number of polyhedral regions can grow exponentially with the number of constraints in the optimal control problem. Section 14.1 presents efficient on-line methods for the evaluation of explicit piecewise affine control laws.

If the on-line solution of a quadratic or linear program is preferred, Sections 14.2 and 14.3 briefly discuss how to improve the efficiency of a mathematical programming solver by exploiting the structure of the RHC control problem.

14.1 Storage and On-line Evaluation of the PWA Control Law

In Chapter 11 we have shown how to compute the solution to the constrained finite time optimal control (CFTOC) problem as an explicit piecewise affine function of the initial state. Such a function is computed off-line by using a multiparametric program solver, which divides the state space into polyhedral regions, and for each region determines the linear gain and offset which produces the optimal control action.

This method reveals its effectiveness when applied to Receding Horizon Control (RHC). Having a precomputed solution as an explicit piecewise affine on polyhedra (PPWA) function of the state vector reduces the on-line computation of the RHC
control law to a function evaluation, therefore avoiding the on-line solution of a quadratic or linear program.

The main drawback of such an explicit optimal control law is that the number of polyhedral regions can grow dramatically with the number of constraints in the optimal control problem. In this chapter we focus on efficient on-line methods for the evaluation of such a piecewise affine control law.

The simplest way to implement the piecewise affine feedback laws is to store the polyhedral cells \( \{ H_i^j x \leq K_i^j \} \), perform on-line a search through them to locate the one which contains \( x(t) \) and then look up the corresponding feedback gain \((F_i^j, g_i^j)\) (note that this procedure can be easily parallelized). This chapter presents implementation techniques which avoid the storage and the evaluation of the polyhedra and can significantly reduce the on-line storage demands and computational complexity of RHC. They exploit the properties of the value function and the piecewise affine optimal control law of the constrained finite time optimal control problem.

Let the explicit optimal control law be:

\[
    u^*(x) = F_i^j x + g_i^j, \quad \forall x \in P_i, \quad i = 1, \ldots, N_r, \tag{14.1}
\]

where \( F_i^j \in \mathbb{R}^{m \times n}, g_i^j \in \mathbb{R}^m \), and \( P_i = \{ x \in \mathbb{R}^n : H_i^j x \leq K_i^j, H_i^j \in \mathbb{R}^{N_i^j \times n}, K_i^j \in \mathbb{R}^{N_i^j} \} \), \( i = 1, \ldots, N_r \) is a polyhedral partition of \( \mathcal{X} \). In the following \( H_i^j \) denotes the \( j \)-th row of the matrix \( H^i \), \( K_i^j \) denotes the \( j \)-th element of the vector \( K^i \) and \( N_i^j \) is the number of constraints defining the \( i \)-th polyhedron \( P_i \). The on-line implementation of the control law (14.1) is simply executed according to the following steps:

**Algorithm 14.1**

**Input:** State \( x(t) \) at time instant \( t \)

**Output:** Receding horizon control input \( u(x(t)) \)

1. **Search** for the \( j \)-th polyhedron that contains \( x(t) \), \( (H_i^j x(t) \leq K_i^j) \)
2. \( u(t) \leftarrow F_i^j x(t) + g_i^j \)
3. **Return** \( u(t) \), the \( j \)-th control law evaluated at \( x(t) \)

In Algorithm 14.1, step (2) is critical and it is the only step whose efficiency can be improved. A simple implementation of step (2) would require searching for the polyhedral region that contains the state \( x(t) \) as in the following algorithm.

**Algorithm 14.2**

**Input:** State \( x(t) \) at time instant \( t \) and polyhedral partition \( \{ P_i \}_{i=1}^{N_r} \) of the control law (14.1)

**Output:** Index \( j \) of the polyhedron \( P_j \) in the control law (14.1) containing \( x(t) \)

1. \( i \leftarrow 1, \text{notfound} \leftarrow 1 \)
2. **While** \( i \leq N^r \) and notfound
   - \( j \leftarrow 0, \text{stillfeasible} \leftarrow 1 \)
   - **While** \( j \leq N_i^j \) and stillfeasible=1
     - If \( H_i^j x(t) > K_i^j \) Then stillfeasible=0
     - Else \( j \leftarrow j + 1 \)
14.1 Storage and On-line Evaluation of the PWA Control Law

If stillfeasible = 1 Then notfound ← 0 Else i ← i + 1

End

Return j

Algorithm 14.2 requires the storage of all polyhedra $P_i$, i.e., $(n + 1)N_C$ real numbers ($n$ numbers for each row of the matrix $H^i$ plus one number for the corresponding element in the matrix $K^i$), $N_C = \sum_{i=1}^{N_r} N_{e_i}$, and in the worst case (the state is contained in the last region of the list) it will give a solution after $nN_C$ multiplications, $(n - 1)N_C$ sums and $N_C$ comparisons.

In this section, by using the properties of the value function, we show how Algorithm 14.2 can be replaced by more efficient algorithms that avoid storing the polyhedral regions $P_i$, $i = 1, \ldots, N_r$, therefore reducing significantly the storage demand and the computational complexity.

In the following we will distinguish between optimal control based on LP and optimal control based on QP.

14.1.1 Efficient Implementation, $1, \infty$-Norm Case

From Corollary 11.5, the value function $J^*(x)$ corresponding to the solution of the CFTOC problem (12.48) with $1, \infty$-norm is convex and PWA:

$$J^*(x) = T^i'x + V^i, \ \forall x \in P_i, \ i = 1, \ldots, N_r. \ (14.2)$$

By exploiting the convexity of the value function the storage of the polyhedral regions $P_i$ can be avoided. From the equivalence of the representations of PWA convex functions (see Section 2.2.5), the function $J^*(x)$ in equation (14.2) can be represented alternatively as

$$J^*(x) = \max \left\{ T^i'x + V^i, \ i = 1, \ldots, N_r \right\} \text{ for } x \in \mathcal{X} = \bigcup_{i=1}^{N_r} P_i. \ (14.3)$$

Thus, the polyhedral region $P_j$ containing $x$ can be identified simply by searching for the maximum number in the list $\{T^i'x + V^i\}_{i=1}^{N_r}$:

$$x \in P_j \Leftrightarrow T^j'x + V^j = \max \left\{ T^i'x + V^i, \ i = 1, \ldots, N_r \right\}. \ (14.4)$$

Therefore, instead of searching for the polyhedron $j$ that contains the point $x$ via Algorithm 14.2, we can just store the value function and identify region $j$ by searching for the maximum in the list of numbers composed of the single affine function $T^j'x + V^j$ evaluated at $x$ (see Figure 14.1):
Figure 14.1 Example for Algorithm 14.3 in one dimension: For a given point $x \in P_3 (x = 5)$ we have $J^*(x) = \max(T^1x + V^1, \ldots, T^4x + V^4)$.

Algorithm 14.3

Input: State $x(t)$ at time instant $t$ and value function 14.2, $T^i'x + V^i, i = 1, \ldots, N^r$

Output: Index $j$ of the polyhedron $P_j$ containing $x(t)$ in the control law (14.1)

Compute the list $L = \{n_i = T^i'x + V^i, i = 1, \ldots, N^r\}$

Find $j$ such that $n_j = \max_{n_i \in L} n_i$

Return $j$

The search Algorithm 14.3 requires the storage of $(n + 1)N^r$ real numbers and will give a solution after $nN^r$ multiplications, $(n - 1)N^r$ sums, and $N^r - 1$ comparisons. In Table 14.1 we compare the complexity of Algorithm 14.3 against Algorithm 14.2 in terms of storage demand and number of flops. Algorithm 14.3 will outperform Algorithm 14.2 since typically $N_C \gg N^r$.

Table 14.1 Complexity comparison of Algorithm 14.2 and Algorithm 14.3

<table>
<thead>
<tr>
<th></th>
<th>Algorithm 14.2</th>
<th>Algorithm 14.3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage demand (real numbers)</td>
<td>$(n + 1)N_C$</td>
<td>$(n + 1)N^r$</td>
</tr>
<tr>
<td>Number of flops (worst case)</td>
<td>$2nN_C$</td>
<td>$2nN^r$</td>
</tr>
</tbody>
</table>

14.1.2 Efficient Implementation, 2-Norm Case

Consider the state feedback solution (11.15) of the CFTOC problem (11.9) with $p = 2$. Theorem 11.2 states that the value function $J^*(x)$ is convex and piecewise quadratic on polyhedra and the simple Algorithm 14.3 described in the previous subsection cannot be used here. Instead, a different approach is described below. It uses a surrogate of the value function to uniquely characterize the polyhedral partition of the optimal control law.
We will first establish the following general result: given a general polyhedral partition of the state space, we can locate where the state lies (i.e., in which polyhedron) by using a search procedure based on the information provided by an “appropriate” PWA continuous function defined over the same polyhedral partition. We will refer to such “appropriate” PWA function as a PWA descriptor function. First we outline the properties of the PWA descriptor function and then we describe the search procedure itself.

Let \( \{ \mathcal{P}_i \}_{i=1}^{N_r} \) be the polyhedral partition obtained by solving the mp-QP (11.31) and denote by \( C_i = \{ j : \mathcal{P}_j \) is a neighbor of \( \mathcal{P}_i, j = 1, \ldots, N_r, j \neq i \} \) the list of all neighboring polyhedra of \( \mathcal{P}_i \). The list \( C_i \) has \( N^C_i \) elements and we denote by \( C_i(k) \) its \( k \)-th element.

**Definition 14.1 (PWA descriptor function)** A continuous real-valued PWA function

\[
f(x) = f_i(x) = A^i x + B^i, \text{ if } x \in \mathcal{P}_i
\]  

is called a descriptor function if

\[
A^i \neq A^j, \quad \forall j \in C_i, \quad i = 1, \ldots, N_r.
\]  

**Theorem 14.1** Let \( f(x) \) be a PWA descriptor function on the polyhedral partition \( \{ \mathcal{P}_i \}_{i=1}^{N_r} \).

Let \( O^i(x) \in \mathbb{R}^{N^C_i} \) be a vector associated with region \( \mathcal{P}_i \), and let the \( j \)-th element of \( O^i(x) \) be defined as

\[
O^i_j(x) = \begin{cases} +1 & f_i(x) \geq f_{C_i(j)}(x) \\ -1 & f_i(x) < f_{C_i(j)}(x). \end{cases}
\]  

Then \( O^i(x) \) has the following properties:

(i) \( O^i(x) = S^i = \text{const}, \quad \forall x \in \mathcal{P}_i, \quad i = 1, \ldots, N_r. \)

(ii) \( O^i(x) \neq S^i, \quad \forall x \notin \mathcal{P}_i, \quad i = 1, \ldots, N_r. \)

**Proof:** Let \( \mathcal{F} = \mathcal{P}_i \cap \mathcal{P}_{C_i(j)} \) be the common facet of \( \mathcal{P}_i \) and \( \mathcal{P}_{C_i(j)} \). Define the linear function

\[
g^i_j(x) = f_i(x) - f_{C_i(j)}(x).
\]  

From the continuity of \( f(x) \) it follows that \( g^i_j(x) = 0, \forall x \in \mathcal{F} \). As \( \mathcal{P}_i \) and \( \mathcal{P}_{C_i(j)} \) are disjoint convex polyhedra and \( A^i \neq A^{C_i(j)} \) it follows that \( g^i_j(\xi_i) > 0 \) (or \( g^i_j(\xi_i) < 0 \), but not both) for any interior point \( \xi_i \) of \( \mathcal{P}_i \). Similarly for any interior point \( \xi_{C_i(j)} \) of \( \mathcal{P}_{C_i(j)} \) we have \( g^i_j(\xi_{C_i(j)}) < 0 \) (or \( g^i_j(\xi_i) > 0 \), but not both). Consequently, \( g^i_j(x) = 0 \) is the separating hyperplane between \( \mathcal{P}_i \) and \( \mathcal{P}_{C_i(j)} \).

(i) Because \( g^i_j(x) = 0 \) is a separating hyperplane, the function \( g^i_j(x) \) does not change its sign for all \( x \in \mathcal{P}_i \), i.e., \( O^i_j(x) = s^i_j, \forall x \in \mathcal{P}_i \) with \( s^i_j = +1 \) or \( s^i_j = -1 \).

The same reasoning can be applied to all neighbors of \( \mathcal{P}_i \) to get the vector \( S^i = \{ s^i_j \} \in \mathbb{R}^{N^C_i} \).

(ii) \( \forall x \notin \mathcal{P}_i, \exists j \in C_i \) such that \( H^i_j x > K^i_j \). Since \( g^i_j(x) = 0 \) is a separating hyperplane \( O^i_j(x) = -s^i_j. \)
Equivalently, Theorem 14.1 states that

\[ x \in \mathcal{P}_i \iff O^i(x) = S^i, \]  

which means that the function \( O^i(x) \) and the vector \( S^i \) uniquely characterize \( \mathcal{P}_i \). Therefore, to check on-line if the polyhedral region \( i \) contains the state \( x \) it is sufficient to compute the binary vector \( O^i(x) \) and compare it with \( S^i \). Vectors \( S^i \) are calculated off-line for all \( i = 1, \ldots, N_r \), by comparing the values of \( f_i(x) \) and \( f_{C,i}(x) \) for \( j = 1, \ldots, N_{i_c} \), for a point \( x \) belonging to \( \mathcal{P}_i \), for instance, the Chebychev center of \( \mathcal{P}_i \).

**Remark 14.1** Theorem 14.1 does not hold if one stores the closures of critical regions \( \mathcal{P}_i \) (see Remark 6.8). In this case one needs to modify Theorem 14.1 as follows

(i) \( O^i(x) = S^i = \text{const}, \quad \forall x \in \text{int}(\mathcal{P}_i), \quad i = 1, \ldots, N_r \),

(ii) \( O^i(x) \neq S^i, \quad \forall x \notin (\text{int}(\mathcal{P}_i) \cup \partial \mathcal{P}_i), \quad i = 1, \ldots, N_r \).

The results in the remainder of this section can be easily extended to this case.

In Figure 14.2 a one dimensional example illustrates the procedure with \( N_r = 4 \) regions. The list of neighboring regions \( C_i \) and the vector \( S^i \) can be constructed by simply looking at the figure: \( C_1 = \{2\}, \quad C_2 = \{1, 3\}, \quad C_3 = \{2, 4\}, \quad C_4 = \{3\}, \quad S^1 = -1, \quad S^2 = [-1 1]', \quad S^3 = [1 -1]', \quad S^4 = -1 \). The point \( x = 4 \) is in region 2 and we have \( O^2(x) = [-1 1]' = S^2 \), while \( O^3(x) = [-1 -1]' \neq S^3, \quad O^4(x) = 1 \neq S^1, \quad O^4(x) = 1 \neq S^4 \). The failure of a match \( O^i(x) = S^i \) provides information on a good search direction(s). The solution can be found by searching in the direction where a constraint is violated, i.e., one should check the neighboring region \( \mathcal{P}_j \) for which \( O^j(x) \neq s^j \).

The overall procedure is composed of two parts:
1. (off-line) Construction of the PWA function \( f(x) \) in (14.5) satisfying (14.6) and computation of the list of neighbors \( C_i \) and the vector \( S^i \),

2. (on-line) Execution of the following algorithm

**Algorithm 14.4**

**Input:** State \( x(t) \) at time instant \( t \), list of neighboring regions \( C_i \) and the vectors \( S^i \)

**Output:** Index \( i \) of the polyhedron \( P_i \) containing \( x(t) \) in the control law (14.1)

\[
i \leftarrow 1, \ I = \{1, \ldots, N_r\}, \ \text{notfound} \leftarrow 1
\]

While notfound and \( I \neq \emptyset \)

\[
i \leftarrow I \setminus i
\]

Compute \( O^i(x) \)

If \( O^i(x) = S^i \) Then notfound \( \leftarrow 0 \)
Else \( i \leftarrow C_i(q) \), where \( O^i_q(x) \neq s^i_q \)

End

Return \( i \)

Algorithm 14.4 does not require the storage of the polyhedra \( P_i \), but only the storage of one linear function \( f_i(x) \) per polyhedron, i.e., \( N'(n + 1) \) real numbers and the list of neighbors \( C_i \) which requires \( N_C \) integers. In the worst case, Algorithm 14.4 terminates after \( N'n \) multiplications, \( N'(n - 1) \) sums and \( N_C \) comparisons.

In Table 14.2 we compare the complexity of Algorithm 14.4 against the standard Algorithm 14.2 in terms of storage demand and number of flops.

**Remark 14.2** Note that the computation of \( O^i(x) \) in Algorithm 14.4 requires the evaluation of \( N'_i \) linear functions, but the overall computation never exceeds \( N' \) linear function evaluations. Consequently, Algorithm 14.4 will outperform Algorithm 14.2, since typically \( N_C \gg N' \).

<table>
<thead>
<tr>
<th>Table 14.2 Complexity comparison of Algorithm 14.2 and Algorithm 14.4</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Algorithm 14.2</strong></td>
</tr>
<tr>
<td>Storage demand (real numbers)</td>
</tr>
<tr>
<td>Number of flops (worst case)</td>
</tr>
</tbody>
</table>

Now that we have shown how to locate the polyhedron in which the state lies by using a PWA descriptor function, we need a procedure for the construction of such a function.

The image of the descriptor function is the set of real numbers \( \mathbb{R} \). In the following we will show how the descriptor function can be generated from a vector-valued function \( m : \mathbb{R}^n \rightarrow \mathbb{R}^r \). This general result will be used in the following subsections.
Definition 14.2 (Vector valued PWA descriptor function) A continuous vector-valued PWA function
\[ m(x) = \bar{A}^i x + \bar{B}^i, \text{ if } x \in \mathcal{P}_i, \]
(14.10)
is called a vector-valued PWA descriptor function if
\[ \bar{A}^i \neq \bar{A}^j, \forall j \in C_i, i = 1, \ldots, N_r, \]
(14.11)
where \( \bar{A}^i \in \mathbb{R}^{s \times n}, \bar{B}^i \in \mathbb{R}^s \).

Theorem 14.2 Given a vector-valued PWA descriptor function \( m(x) \) defined over a polyhedral partition \( \{ \mathcal{P}_i \}_{i=1}^{N_r} \), it is possible to construct a PWA descriptor function \( f(x) \) over the same polyhedral partition.

Proof: Let \( \mathcal{N}_{i,j} \) be the null-space of \( (\bar{A}^i - \bar{A}^j)' \). Since by the definition \( \bar{A}^i - \bar{A}^j \neq 0 \) it follows that \( \mathcal{N}_{i,j} \) is not full-dimensional, i.e., \( \mathcal{N}_{i,j} \subseteq \mathbb{R}^{s-1} \). Consequently, it is always possible to find a vector \( w \in \mathbb{R}^s \) such that \( w(\bar{A}^i - \bar{A}^j) \neq 0 \) holds for all \( i = 1, \ldots, N_r \) and \( \forall j \in C_i \). Clearly, \( f(x) = w'm(x) \) is then a valid PWA descriptor function.

As shown in the proof of Theorem 14.2, once we have a vector-valued PWA descriptor function, practically any randomly chosen vector \( w \in \mathbb{R}^s \) is likely to be satisfactory for the construction of PWA descriptor function. But, from a numerical point of view, we would like to obtain a \( w \) that is as far away as possible from the null-spaces \( \mathcal{N}_{i,j} \). We show one algorithm for finding such a vector \( w \).

For a given vector-valued PWA descriptor function we form a set of vectors \( a_k \in \mathbb{R}^s, \|a_k\| = 1, k = 1, \ldots, N_C/2 \), by choosing and normalizing one (and only one) nonzero column from each matrix \( (\bar{A}^i - \bar{A}^j), \forall j \in C_i, i = 1, \ldots, N_r \). The vector \( w \in \mathbb{R}^s \) satisfying the set of equations \( w'a_k \neq 0, k = 1, \ldots, N_C/2 \), can then be constructed by using the following algorithm. Note that the index \( k \) goes to \( N_C/2 \) since the term \( (\bar{A}^i - \bar{A}^j) \) is the same as \( (\bar{A}^i - \bar{A}^j) \) and thus there is no need to consider it twice.

Algorithm 14.5

Input: Vectors \( a_i \in \mathbb{R}^s, i = 1, \ldots, N \)
Output: The vector \( w \in \mathbb{R}^s \) satisfying the set of equations \( w'a_i \neq 0, i = 1, \ldots, N \)
\[ w \leftarrow [1, \ldots, 1]', R \leftarrow 1 \]
While \( k \leq N_C/2 \)
\[ d \leftarrow w'a_k \]
If \( 0 \leq d \leq R \) Then \[ w \leftarrow w + \frac{1}{d}(R - d)a_k, R \leftarrow \frac{1}{d}(R + d) \]
If \( -R \leq d < 0 \) Then \[ w \leftarrow w - \frac{1}{d}(R + d)a_k, R \leftarrow \frac{1}{d}(R - d) \]
End
Return \( w \)

Algorithm 14.5 is based on a construction of a sequence of balls \( B = \{ x : x = w + r, \|r\|_2 \leq R \} \). As depicted in Figure 14.3, Algorithm 14.5 starts with the initial ball of radius \( R = 1 \), centered at \( w = [1, \ldots, 1]' \). Iteratively one hyperplane \( a_k'x = 0 \) at the time is introduced and the largest ball \( B' \subseteq B \) that
does not intersect this hyperplane is designed. The center \( w \) of the final ball is the vector \( \mathbf{w} \) we wanted to construct, while \( R \) gives some information about the degree of non-orthogonality: \( |w^T a_k| \geq R, \forall k \).

In the following subsections we will show that the gradient of the value function, and the optimizer, are vector-valued PWA descriptor functions and therefore we can use Algorithm 14.5 for the construction of the PWA descriptor function.

Generating a PWA descriptor function from the value function

Let \( J^*(x) \) be the convex and piecewise quadratic (CPWQ) value function obtained as a solution of the CFTOC (11.9) problem for \( p = 2 \):

\[
J^*(x) = q_i(x) = x^T Q_i x + T_i^T x + V_i, \quad \text{if } x \in P_i, \; i = 1, \ldots, N^r. \tag{14.12}
\]

In Section 6.3.4 we have proven that for non-degenerate problems the value function \( J^*(x) \) is a \( C^{(1)} \) function. We can obtain a vector-valued PWA descriptor function by differentiating \( J^*(x) \). We first need to introduce the following theorem.

Theorem 14.3 ([21]) Assume that the CFTOC (11.9) problem leads to a non-degenerate mp-QP (11.33). Consider the value function \( J^*(x) \) in (14.12) and let \( CR_i, CR_j \) be the closure of two neighboring critical regions corresponding to the set of active constraints \( A_i \) and \( A_j \), respectively, then

\[
Q_i - Q_j \preceq 0 \text{ or } Q_i - Q_j \succeq 0 \text{ and } Q_i \neq Q_j \tag{14.13}
\]

and

\[
Q_i - Q_j \preceq 0 \text{ iff } A_i \subset A_j. \tag{14.14}
\]

Theorem 14.4 Consider the value function \( J^*(x) \) in (14.12) and assume that the CFTOC (11.9) problem leads to a non-degenerate mp-QP (11.33). Then the gradient \( m(x) = \nabla J^*(x) \), is a vector-valued PWA descriptor function.

Proof: From Theorem 6.9 we see that \( m(x) \) is a continuous vector-valued PWA function, while from equation (14.12) we get

\[
m(x) = \nabla J^*(x) = 2Q_i x + T_i. \tag{14.15}
\]
Since from Theorem 14.3 we know that \( Q_i \neq Q_j \) for all neighboring polyhedra, it follows that \( m(x) \) satisfies all conditions for a vector-valued PWA descriptor function.

Combining results of Theorem 14.4 and Theorem 14.2 it follows that by using Algorithm 14.5 we can construct a PWA descriptor function from the gradient of the value function \( J^*(x) \).

**Generating a PWA descriptor function from the optimal inputs**

Another way to construct a descriptor function \( f(x) \) emerges naturally if we look at the properties of the optimizer \( U_0^*(x) \) corresponding to the state feedback solution of the CFTOC problem (11.9). From Theorem 6.7 it follows that the optimizer \( U_0^*(x) \) is continuous in \( x \) and piecewise affine on polyhedra:

\[
U_0^*(x) = l_i(x) = F^i x + g^i, \text{ if } x \in \mathcal{P}_i, \quad i = 1, \ldots, N^r, \tag{14.16}
\]

where \( F^i \in \mathbb{R}^{n \times n} \) and \( g^i \in \mathbb{R}^n \). We will assume that \( \mathcal{P}_i \) are critical regions (as defined in Section 6.1.2). Before going further we need the following lemma.

**Lemma 14.1** Consider the state feedback solution (14.16) of the CFTOC problem (11.9) and assume that the CFTOC (11.9) leads to a non-degenerate mp-QP (11.33). Let \( \mathcal{P}_i, \mathcal{P}_j \) be two neighboring polyhedra, then \( F^i \neq F^j \).

**Proof:** The proof is a simple consequence of Theorem 14.3. As in Theorem 14.3, without loss of generality we can assume that the set of active constraints \( A_i \) associated with the critical region \( \mathcal{P}_i \) is empty, i.e., \( A_i = \emptyset \). Suppose that the optimizer is the same for both polyhedra, i.e., \([F^i \quad g^i] = [F^j \quad g^j]\). Then, the cost functions \( q_i(x) \) and \( q_j(x) \) are also equal. From the proof of Theorem 14.3 this implies that \( \mathcal{P}_i = \mathcal{P}_j \), which is a contradiction. Thus we have \([F^i \quad g^i] \neq [F^j \quad g^j]\). Note that \( F^i = F^j \) cannot happen since, from the continuity of \( U_0^*(x) \), this would imply \( g^i = g^j \). Consequently we have \( F^i \neq F^j \).

From Lemma 14.1 and Theorem 14.2 it follows that an appropriate PWA descriptor function \( f(x) \) can be calculated from the gradient of the optimizer \( U_0^*(x) \) by using Algorithm 14.5.

**Remark 14.3** Note that even if we are implementing a receding horizon control strategy, the construction of the PWA descriptor function is based on the full optimization vector \( U^*(x) \) and the corresponding matrices \( F^i \) and \( g^j \).

**Remark 14.4** In some cases the use of the optimal control profile \( U^*(x) \) for the construction of descriptor function \( f(x) \) can be extremely simple. If there is a row \( r \), \( r \leq m \) (\( m \) is the dimension of \( u \)) for which \( (F^i)_r \neq (F^j)_r, \forall i = 1, \ldots, N^r, \forall j \in C_i \), it is enough to set \( A^i = (F^i)_r \) and \( B^i = (g^i)_r \), where \( (F^i)_r \) and \( (g^i)_r \) denote the \( r \)-th row of the matrices \( F^i \) and \( g^i \), respectively. The row \( r \) has to be the same for all \( i = 1, \ldots, N^r \). In this way we avoid the storage of the descriptor function altogether since it is equal to one component of the control law, which is stored anyway.
14.1 Storage and On-line Evaluation of the PWA Control Law

14.1.3 Example

As an example, we compare the performance of Algorithm 14.2, 14.3 and 14.4 on CFTOC problem for the discrete-time system

\[
\begin{align*}
x(t+1) & = \begin{bmatrix} 4 & -1.5 & 0.5 & -0.25 \ 4 & 0 & 0 & 0 \ 0 & 2 & 0 & 0 \ 0 & 0 & 0.5 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0.5 \ 0 \ 0 \ 0 \end{bmatrix} u(t) \\
y(t) & = \begin{bmatrix} 0.083 & 0.22 & 0.11 & 0.02 \end{bmatrix} x(t)
\end{align*}
\]

resulting from the linear system

\[
y = \frac{1}{s^4} u
\]

sampled at \( T_s = 1 \), subject to the input constraint

\[ -1 \leq u(t) \leq 1 \] (14.19)

and the output constraint

\[ -10 \leq y(t) \leq 10. \] (14.20)

CFTOC based on LP

To regulate (14.17), we design a receding horizon controller based on the optimization problem (12.6), (12.7) where \( p = \infty, N = 2, Q = \text{diag}\{5, 10, 10, 10\}, R = 0.8, P = 0, \mathcal{X}_f = \mathbb{R}^4 \). The PPWA solution of the mp-LP problem comprises 136 regions. In Table 14.3 we report the comparison between the complexity of Algorithm 14.2 and Algorithm 14.3 for this example.

The average on-line evaluation effort of the PPWA solution for a set of 1000 random points in the state space is 2259 flops (Algorithm 14.2), and 1088 flops (Algorithm 14.3). We note that the solution using Matlab\textsuperscript{®} LP solver (function linprog.m with interior point algorithm and LargeScale set to 'off’) takes 25459 flops on average.

| Table 14.3 Complexity comparison of Algorithm 14.2 and Algorithm 14.3 for the example in Section 14.1.3 |
|--------------------------------------------------|-----------------|-----------------|
| Storage demand (real numbers)                   | Algorithm 14.2  | Algorithm 14.3  |
| Number of flops (worst case)                     | 5690            | 680             |
| Number of flops (average for 1000 random points) | 2259            | 1088            |

CFTOC based on QP

To regulate (14.17), we design a receding horizon controller based on the optimization problem (12.6), (12.7) where \( N = 7, Q = I, R = 0.01, P = 0, \mathcal{X}_f = \mathbb{R}^4 \). The PPWA solution of the mp-QP problem comprises 213 regions. We obtained
a descriptor function from the value function and for this example the choice of 
\( w = [1 \ 0 \ 0 \ 0]' \) is satisfactory. In Table 14.4 we report the comparison between the 
complexity of Algorithm 14.2 and Algorithm 14.4 for this example.

The average computation effort of the PPWA solution for a set of 1000 ran-
dom points in the state space is 2114 flops (Algorithm 14.2), and 175 flops (Algo-
rithm 14.4). The solution of the corresponding quadratic program with Matlab®
QP solver (function quadprog.m and LargeScale set to 'off') takes 25221 flops on
average.

\[ J_0^*(x(0)) = \min_{x_N \in X_N} x_N'P x_N + \sum_{k=0}^{N-1} x_k'Q x_k + u_k'R u_k \]
\[ \text{subj. to } x_{k+1} = A x_k + B u_k, \quad k = 0, \ldots, N - 1 \]
\[ x_k \in \mathcal{X}, \quad u_k \in \mathcal{U}, \quad k = 0, \ldots, N - 1 \]
\[ x_N \in \mathcal{X}_f \]
\[ x_0 = x(0). \]

### Table 14.4 Complexity comparison of Algorithm 14.2 and Algorithm 14.4
for the example in Section 14.1.3

<table>
<thead>
<tr>
<th></th>
<th>Algorithm 14.2</th>
<th>Algorithm 14.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Storage demand (real numbers)</td>
<td>9740</td>
<td>1065</td>
</tr>
<tr>
<td>Number of flops (worst case)</td>
<td>15584</td>
<td>3439</td>
</tr>
<tr>
<td>Number of flops (average for 1000 random points)</td>
<td>2114</td>
<td>175</td>
</tr>
</tbody>
</table>

### 14.1.4 Literature Review

The problem considered in this chapter has been approached by several other re-
searchers. For instance in [275] the authors propose to organize the controller
 gains of the PWA control law on a balanced search tree. By doing so, the search
for the region containing the current state has on average a logarithmic computa-
tion complexity although it is less efficient in terms of memory requirements. At
the expense of the optimality a similar computational complexity can be achieved
with the approximative point location algorithm described in [160].

The comparison of the proposed algorithms with other efficient solvers in the
literature, e.g., [21, 55, 256, 105, 209, 212, 284, 61, 25] requires the simultaneous
analysis of several issues such as speed of computation, storage demand and real
time code verifiability.

### 14.2 Gradient Projection Methods Applied to MPC

In this section, we investigate the gradient projection methods from Section 3.3.1
for the iterative solution of MPC problems with a quadratic cost function given as
Note that 1- and ∞-norm cost functions (see Section 11.1) cannot be handled by the gradient (projection) methods discussed in this book since they require a smooth objective function.

In Section 14.2.1 we first investigate a special case of the general setup in (14.21) which is input-constrained MPC. In this case, we impose constraints on the control inputs only, i.e., for the state sets we have $X = X_f = \mathbb{R}^n$. If there are no state constraints, the MPC problem can be formulated with the sequence of inputs $U_0 = [u_0', \ldots, u_{N-1}']'$ as the optimization vector (so-called condensing) where at the same time the feasible set $U^N = U \times \ldots \times U$ remains ‘simple’ if the input set $U$ was simple (recall from Section 3.3.1 that a ‘simple’ set is a convex set with a projection operator that can be evaluated efficiently). This allows one to solve the MPC problem right in the primal domain and thus to achieve linear convergence with the gradient projection methods of this book.

In the case of input and state constraints, the feasible set of problem (14.21) does not allow for an easy-to-evaluate projection operator in general, neither in condensed form nor with the state sequence as an additional optimization vector (so-called sparse formulation). However, gradient methods can still be applied to the sparse formulation of the MPC problem if a dual approach, as discussed in Section 3.3.1, is applied. However, only sublinear convergence can be achieved in the dual domain. Section 14.2.2 will summarize problem formulation, important aspects regarding the computation of the dual gradient and optimal step size selection.

### 14.2.1 Input-Constrained MPC

In order to apply the classic or the fast gradient projection method from Section 3.3.1, we first eliminate the states from the MPC problem (14.21) and rewrite it in condensed form (see (8.8)) as

$$J_0^*(x(0)) = x'(0)Yx(0) + \min_{U_0} \quad U_0'HU_0 + 2x'(0)FU_0$$

subj. to $U_0 \in U^N,$

which resembles the general problem setup for gradient methods given by (3.23). Since the objective function is twice continuously differentiable, $L$-smoothness and strong convexity follow from Lemma (3.1) and Theorem (3.2), respectively. In fact, the Lipschitz constant $L$ and the strong convexity parameter $\mu$ are given by

$$L = 2 \lambda_{\text{max}}(H), \quad \mu = 2 \lambda_{\text{min}}(H),$$

and are both independent of the initial state $x(0)$. Thus, no computationally expensive eigenvalue computations are necessary during runtime if the Hessian $H$ stays constant.

From the definition of $H$ in (8.8) it follows that it is positive definite whenever the penalty matrix $R$ is positive definite. In this case, the constant $\mu$ is positive and both the classic gradient method given by Algorithm 3.6 and the fast gradient projection method in Algorithm 3.7 converge linearly.

The projection operator for the feasible set $U^N$ has to be computed in every iteration of any gradient projection method. In the MPC context, this operation
translates to
\[
\pi_{\mathcal{U}^N} \left( Y_i - \frac{2}{L} (HY_i + F'x(0)) \right),
\] (14.22)
where \( Y_i \) is the previous iterate in case of the classic gradient projection method or the previous secondary iterate in case of the fast gradient projection method. Since the feasible set in input-constrained MPC is the direct product of \( N \) sets, evaluation of the projection operator in (14.22) can be separated into \( N \) evaluations of the projection operator \( \pi_{\mathcal{U}} \), i.e., if we let \( U_f = Y_i - \frac{2}{L} (HY_i + F'x(0)) \), then
\[
\pi_{\mathcal{U}^N} (U_f) = \left[ \pi_{\mathcal{U}} (u_{f,1})', \ldots, \pi_{\mathcal{U}} (u_{f,N})' \right]',
\]
with \( U_f = [u_{f,1}', \ldots, u_{f,N}']' \) and \( u_{f,k} \in \mathbb{R}^m, k = 1, \ldots, N \).

### 14.2.2 Input- and State-Constrained MPC

In the input- and state-constrained case, gradient projection methods cannot be applied in the primal domain, since the projection operator for the feasible set
\[
\{ u_k \in \mathcal{U}, x_k \in \mathcal{X}, x_N \in \mathcal{X}_f \mid x_{k+1} = Ax_k + Bu_k, x_0 = x(0), k = 0 \ldots N - 1 \}
\]
is nontrivial in general, even if the convex sets \( \mathcal{U}, \mathcal{X} \) and \( \mathcal{X}_f \) allow efficient projections individually. The inherent complication comes from the intersection of these sets with the affine set, which is determined by the state update equation.

As an alternative, the input- and state-constrained MPC problem can be solved in the dual domain by first relaxing the state update equation and then solving for the associated optimal dual multiplier (or Lagrange multiplier) vector using gradient methods. This approach was thoroughly discussed in Section 3.3.1 for a generic convex objective function and a feasible set that can be written as the intersection of an affine set and a simple set (see (3.27)). If we rewrite the MPC problem in (14.21) analogously to the generic setup of Section 3.3.1 with the optimization vector \( z = [x_0', x_1', \ldots, x_N', u_0', \ldots, u_{N-1}']' \), we obtain
\[
J_0^*(x(0)) = \min \frac{1}{2} z' M z \quad \text{subj. to} \quad Gz = Ex(0)
\] (14.23)
where the problem data are defined as
\[
M = \text{blockdiag} \{ Q, \ldots, Q, P, R, \ldots, R \},
\]
\[
G = - \begin{bmatrix}
-I_n & 0 & \cdots & \cdots & 0 & 0 & \cdots & \cdots & 0 \\
A & -I_n & 0 & \cdots & 0 & B & 0 & \cdots & 0 \\
0 & \ddots & \ddots & \ddots & \vdots & 0 & \ddots & \ddots & \vdots \\
\ddots & \ddots & A & -I_n & 0 & \ddots & \ddots & \ddots & 0 \\
0 & \cdots & 0 & A & -I_n & 0 & \cdots & 0 & B
\end{bmatrix},
\]
\[
E = [I_n, 0_n, \ldots, 0_n]',
\]
\[
\mathcal{K} = \mathcal{X} \times \ldots \times \mathcal{X} \times \mathcal{X}_f \times \mathcal{U} \times \ldots \mathcal{U}.
\]
The dual problem is an unconstrained maximization problem with the dual gradient given as $Gz^*(\nu) - Ex(0)$, where

$$ z^*(\nu) = \arg \min_{z \in K} z' M z + \nu' (Gz - Ex(0)) . \quad (14.24) $$

As a prerequisite for the above statement, the minimizer $z^*(\nu)$ must be unique for every dual multiplier vector $\nu$ (see Section 3.3.1). A sufficient condition for uniqueness of the minimizer is a strongly convex objective function in (14.24). In view of the definition of matrix $M$ this is the case whenever the penalty matrices $Q, P$ and $R$ are positive definite, which is not a restrictive assumption in an application.

The so-called inner problem (14.24) needs to be solved in every outer iteration of the classic or the fast gradient method in order to determine the dual gradient. This can be accomplished in one of the following ways.

- **Exact analytic solution**: This is possible if all penalty matrices are positive diagonal matrices and all sets $\mathcal{X}$, $\mathcal{X}_f$ and $\mathcal{U}$ are boxes. In practice, this is a frequent setup.

- **Exact multiparametric solution**: By the block-diagonal structure of matrix $M$ and the structure of set $K$, the inner problem can be separated into $2N + 1$ subproblems. If all sets $\mathcal{X}$, $\mathcal{X}_f$ and $\mathcal{U}$ are polyhedral, each subproblem can be pre-solved by means of multiparametric programming with the gradient of the linear objective term as the parameter.

- **Approximate iterative solution**: This is the most general approach for the solution of the inner problem as it only requires simple sets $\mathcal{X}$, $\mathcal{X}_f$ and $\mathcal{U}$ (not necessarily polyhedral). Each of the $2N + 1$ subproblems can then be solved approximately by a gradient projection method. Note that convergence issues of the outer gradient method might arise if the accuracy of the approximate inner solution is too low.

Finally, we note that under mild assumptions, the tight, i.e., smallest possible, Lipschitz constant of the dual gradient is given by $L_d = \frac{1}{2} \| GM^{-1/2} \|_2^2$ which, same as in the input-constrained case, is independent of the initial state $x(0)$. The Lipschitz constant determines the step size of the outer gradient method and being able to compute a tight value ensures the best possible (sublinear) convergence (see Section 3.3.1).

### 14.3 Interior Point Method Applied to MPC

All presented interior-point methods can be applied to linear model predictive control problems with convex constraints. To obtain an efficient method with low solve times, it is crucial to exploit the sparsity structure of the resulting quadratic program (or any other form of problem P-IPM (3.30)) when computing the search directions. Therefore, when using interior point solvers, the MPC problem is formulated as a sparse QP (sometimes with a different ordering of states and inputs
in the optimization vector). As a result, general sparse routines for solving linear systems with KKT-structure can be applied to the Newton systems (3.41) and (3.45), or specific linear system solvers can be used that exploit the MPC-specific problem structure. A good starting point for details on this topic are the references [284, 246, 98, 201, 110, 171, 170].
Chapter 15

Constrained Robust Optimal Control

In the previous chapters we assumed perfect model knowledge for the plant to be controlled. This chapter focuses on the case when the model is uncertain. We focus on discrete-time uncertain linear systems with linear constraints on inputs and states. Uncertainty is modeled as additive disturbance and/or parametric uncertainty in the state space matrices. We first introduce the concepts of robust control design with “open-loop prediction” and “closed-loop prediction”. Then we discuss how to robustly enforce constraints satisfaction, and present several objective functions one might be interested in minimizing. For each robust control design we discuss the conservatism and show how to obtain the optimal control action by using convex or non-convex programming.

For robust controllers which can be implemented by using linear and quadratic programming, we show that the robust optimal control law is a continuous and piecewise affine function of the state vector. The robust state feedback controller can be computed by means of multiparametric linear or quadratic programming. Thus, when the optimal control law is implemented in a moving horizon scheme, the on-line computation of the resulting controller requires simply the evaluation of a piecewise affine function.

15.1 Problem Formulation

Consider the linear uncertain system

\[ x(t + 1) = A(w^p(t))x(t) + B(w^p(t))u(t) + Ew^a(t) \]  \hspace{1cm} (15.1)

where \( x(t) \in \mathbb{R}^n \) and \( u(t) \in \mathbb{R}^m \) are the state and input vectors, respectively, subject to the constraints

\[ x(t) \in \mathcal{X}, \ u(t) \in \mathcal{U}, \ \forall t \geq 0. \]  \hspace{1cm} (15.2)
The sets $\mathcal{X} \subseteq \mathbb{R}^n$ and $\mathcal{U} \subseteq \mathbb{R}^m$ are polytopes. Vectors $w^a(t) \in \mathbb{R}^{n_a}$ and $w^p(t) \in \mathbb{R}^{n_p}$ are unknown additive disturbances and parametric uncertainties, respectively. The disturbance vector is

$$w(t) = [w^a(t), w^p(t)]' \in \mathcal{W} \subset \mathbb{R}^{n_w}$$

(15.3)

with $n_w = n_a + n_p$. We assume that bounds on $w^a(t)$ and $w^p(t)$ are known. In particular $\mathcal{W} = \mathcal{W}^a \times \mathcal{W}^p$ with $w^a(t) \in \mathcal{W}^a$ and $w^p(t) \in \mathcal{W}^p$, where $\mathcal{W}^a \subset \mathbb{R}^{n_a}$ and $\mathcal{W}^p \subset \mathbb{R}^{n_p}$ are given polytopes. We also assume that $A(\cdot), B(\cdot)$ are affine functions of $w^p$:

$$A(w^p) = A^0 + \sum_{i=1}^{n_p} A^i w^p_i, \quad B(w^p) = B^0 + \sum_{i=1}^{n_p} B^i w^p_i$$

(15.4)

where $A^i \in \mathbb{R}^{n \times n}$ and $B^i \in \mathbb{R}^{n \times m}$ are given matrices for $i = 0, \ldots, n_p$ and $w^p_i$ is the $i$-th component of the vector $w^p$, i.e., $w^p = [w^p_0, \ldots, w^p_{n_p}]$.

Robust finite time optimal control problems can be formulated by optimizing over “Open-Loop” policies or “Closed-Loop” policies. We will discuss the two cases next.

**Open-Loop Predictions**

Define the cost function as

$$J_0(x(0), U_0) = \mathcal{J}_W \left[ p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k) \right]$$

(15.5)

where the operation $\mathcal{J}_W$ evaluates the cost $p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k)$ for the set of uncertainties $\{w_0, \ldots, w_{N-1}\} \in \mathcal{W} \times \cdots \times \mathcal{W}$ and the input sequence $U_0$. The following options are typically considered.

- **Nominal Cost.**
  In the simplest case, the objective function is evaluated for a single disturbance profile $\bar{w}^a_0, \ldots, \bar{w}^a_{N-1}, \bar{w}^p_0, \ldots, \bar{w}^p_{N-1}$:

$$\mathcal{J}_W = \left[ p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k) \right]$$

where

$$\begin{align*}
x_{k+1} &= A(w^p_k)x_k + B(w^p_k)u_k + Ew^a_k \\
x_0 &= x(0) \\
w^a_k &= \bar{w}^a_k, \quad w^p_k = \bar{w}^p_k \\
k &= 0, \ldots, N - 1.
\end{align*}$$

(15.6)

- **Expected Cost.**
  Another option is to consider the probability density function $f(w)$ of the disturbance $w$:

$$\text{Probability} \{w(t) \in \mathcal{W} \} = 1 = \int_{w \in \mathcal{W}} f(w)dw.$$
Then the expected value of a function \( g(w) \) of the disturbance \( w \) is defined as:

\[
E_w[g(w)] = \int_{w \in W} g(w) f(w) dw.
\]

In this case we consider the expected cost over the admissible disturbance set.

\[
J_W = E_{w_0, \ldots, w_{N-1}} \left[ p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k) \right]
\]

where

\[
x_{k+1} = A(w^p_k)x_k + B(w^p_k)u_k + E w^a_k
\]

\[
x_0 = x(0)
\]

\[
w^a_k \in W^a, w^p_k \in W^p
\]

\[
k = 0, \ldots, N - 1.
\]

**Worst Case Cost.**

Finally the worst case cost may be of interest

\[
J_W = \max_{w_0, \ldots, w_{N-1}} \left[ p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k) \right]
\]

where

\[
x_{k+1} = A(w^p_k)x_k + B(w^p_k)u_k + E w^a_k
\]

\[
x_0 = x(0)
\]

\[
w^a_k \in W^a, w^p_k \in W^p
\]

\[
k = 0, \ldots, N - 1.
\]

If the 1-norm or \( \infty \)-norm is used in the cost function of problems (15.6), (15.7) and (15.8), then we set

\[
p(x_N) = \|Px_N\|_p, q(x_k, u_k) = \|Qx_k\|_p + \|Ru_k\|_p
\]

with \( p = 1 \) or \( p = \infty \). If the squared Euclidian norm is used in the cost function of problems (15.6), (15.7) and (15.8), then we set

\[
p(x_N) = x'_N P x_N, q(x_k, u_k) = x'_k Q x_k + u'_k R u_k.
\]

Note that in (15.6), (15.7) and (15.8) \( x_k \) denotes the state vector at time \( k \) obtained by starting from the state \( x_0 = x(0) \) and applying to the system model

\[
x_{k+1} = A(w^p_k)x_k + B(w^p_k)u_k + E w^a_k
\]

the input sequence \( u_0, \ldots, u_{k-1} \) and the disturbance sequences \( w^a = \{w^a_0, \ldots, w^a_{N-1}\} \), \( w^p = \{w^p_0, \ldots, w^p_{N-1}\} \).

Consider the optimal control problem

\[
J^*_0(x(0)) = \min_{U_0} J_0(x(0), U_0)
\]

\[
\text{subject to } \begin{cases} 
  x_{k+1} = A(w^p_k)x_k + B(w^p_k)u_k + E w^a_k \\
  x_k \in X, \ u_k \in U \\
  k = 0, \ldots, N - 1 \\
  x_N \in X_f \\
  x_0 = x(0)
\end{cases}
\]

\[
\forall w^a_k \in W^a, \forall w^p_k \in W^p \quad \forall k = 0, \ldots, N - 1.
\]

(15.11)
where $X_f \subseteq \mathbb{R}^n$ is a terminal polyhedral region. In (15.11) $N$ is the time horizon and $U_0 = [u_0^0, \ldots, u_{N-1}^0]' \in \mathbb{R}^s$, $s = mN$ the vector of the input sequence. We denote by $U^*_0 = \{u_0^0, \ldots, u_{N-1}^0\}$ the optimal solution to (15.11).

We denote with $X_{i}^{OL} \subseteq X$ the set of states $x_i$ for which the robust optimal control problem (15.8)-(15.11) is feasible, i.e.,

$$X_{i}^{OL} = \{x_i \in X : \exists(u_i, \ldots, u_{N-1}) \text{ such that } x_k \in X, \ u_k \in U, \ k = i, \ldots, N-1, \ x_N \in X_f \ \forall \ u_k^a \in W^a, \ \forall u_k^p \in W^p \ k = i, \ldots, N-1, \ x_{k+1} = A(u_k^a)x_k + B(w_k^a)u_k + Eu_k^a \}.$$  

(15.12)

Problem (15.11) minimizes the performance index $J_W$ subject to the constraint that the input sequence must be feasible for all possible disturbance realizations. In other words, the nominal, expected or worst-case performance is minimized with the requirement of constraint fulfillment for all possible realizations of $w^a, w^p$.

**Remark 15.1** Note that we distinguish between the current state $x(k)$ of system (15.1) at time $k$ and the variable $x_k$ in the optimization problem (15.11), that is the predicted state of system (15.1) at time $k$ obtained by starting from the state $x_0 = x(0)$ and applying to system $x_{k+1} = A(u_k^a)x_k + B(w_k^a)u_k + Eu_k^a$ the input sequence $u_0, \ldots, u_{k-1}$ and the disturbance sequences $w_0^a, \ldots, w_{k-1}^a, w_0^p, \ldots, w_{k-1}^p$. Analogously, $u(k)$ is the input applied to system (15.1) at time $k$ while $u_k$ is the $k$-th optimization variable of the optimization problem (15.11).

The formulation (15.11) is based on an open-loop prediction and thus referred to as Constrained Robust Optimal Control with open-loop predictions (CROC-OL). The optimal control problem (15.11) can be viewed as a game played between two players: the controller $U$ and the disturbance $W$ [24, p. 266-272]. Regardless of the cost function in (15.11) the player $U$ tries to counteract any feasible disturbance realization with just one single sequence $\{u_0, \ldots, u_{N-1}\}$. This prediction model does not consider that at the next time step, the player can measure the state $x(1)$ and “adjust” his input $u(1)$ based on the current measured state. By not considering this fact, the effect of the uncertainty may grow over the prediction horizon and may easily lead to infeasibility of the min problem (15.11). Alternatively, in the closed-loop prediction scheme presented next, the optimization scheme takes into account that the disturbance and the controller play one move at a time.

The game is played differently depending on the cost function $J_W$:

- In problem (15.6), (15.11), among all control actions which robustly satisfy the constraints, the player $U$ chooses the one which minimizes a cost for a “guessed” sequence played by $W$.
- In problem (15.7), (15.11), among all control actions which robustly satisfy the constraints, the player $U$ chooses the one which minimizes an expected cost over all the sequences, which can be played by $W$.
- The optimal control problem (15.8) and (15.11) is somehow more involved and can be viewed as the solution of a zero-sum dynamic game. The player $U$ plays first. Given the initial state $x(0)$, $U$ chooses his action over the
whole horizon \{u_0, \ldots, u_{N-1}\}, reveals his plan to the opponent \(W\), who decides on his actions next \{\(w^0_0, w^0_1, \ldots, w^0_{N-1}\), \(w^1_{N-1}\)\} by solving (15.8). By solving (15.8), (15.11), the player \(U\) selects the action corresponding to the smallest worst-case cost.

**Closed-Loop Predictions**

The constrained robust optimal control problem based on closed-loop predictions (CROC-CL) is defined as follows:

\[
J^*_0(x(0)) = \min_{\pi_0(\cdot), \ldots, \pi_{N-1}(\cdot)} \quad J_0(x(0), U_0) = J_0(x(0), U_0) =
\begin{align*}
x_{k+1} &= A(w^p_k)x_k + B(w^p_k)u_k + Ew^a_k \\
u_k &= \pi_k(x_k) \\
k &= 0, \ldots, N - 1 \\
x_N &\in \mathcal{X}_f \\
x_0 &\in \mathcal{X}
\end{align*}
\forall w^a_k \in \mathcal{W}^a, \forall w^p_k \in \mathcal{W}^p
\forall k = 0, \ldots, N - 1.
\]

(15.13)

In (15.13) we allow the same cost functions as in (15.6), (15.7) and (15.8).

In problem (15.13) we look for a set of time-varying feedback policies \(\pi_0(\cdot), \ldots, \pi_{N-1}(\cdot)\) which minimizes the performance index \(J_W\) and generates input sequences \(\pi_0(x_0), \ldots, \pi_{N-1}(x_{N-1})\) satisfying state and input constraints for all possible disturbance realizations.

We can formulate the search for the optimal policies \(\pi_0(\cdot), \ldots, \pi_{N-1}(\cdot)\) as a dynamic program.

\[
J^*_j(x_j) = \min_{u_j} J_j(x_j, u_j)
\]

subject to \(\{x_j \in \mathcal{X}, u_j \in \mathcal{U} \mid A(w^p_j)x_j + B(w^p_j)u_j + Ew^a_j \in \mathcal{X}_{j+1}\}\) \(\forall w^a_j \in \mathcal{W}^a, w^p_j \in \mathcal{W}^p\)

(15.14)

\[
J_j(x_j, u_j) = J_W \left[q(x_j, u_j) + J^*_j+1(A(w^p_j)x_j + B(w^p_j)u_j + Ew^a_j)\right],
\]

(15.15)

for \(j = 0, \ldots, N - 1\) and with boundary conditions

\[
J^*_N(x_N) = p(x_N)
\]

(15.16a)

\[
X_N = \mathcal{X}_f,
\]

(15.16b)

where \(\mathcal{X}_j\) denotes the set of states \(x\) for which (15.14)–(15.16) is feasible

\[
\mathcal{X}_j = \{x \in \mathcal{X} : \exists u \in \mathcal{U} \text{ s.t. } A(w^p)x + B(w^p)u + Ew^a \in \mathcal{X}_{j+1} \forall w^a \in \mathcal{W}^a, w^p \in \mathcal{W}^p\},
\]

(15.17)

and the cost operator \(J_W\) belongs to one of the following classes:

- **Nominal Cost.**

\[
J_W = \left[q(x_j, u_j) + J^*_j+1(A(w^p_j)x_j + B(w^p_j)u_j + Ew^a_j)\right].
\]

(15.18)
• Expected Cost.

\[ J_W = \mathbb{E}_{w_j^a \in \mathcal{W}_a, w_j^p \in \mathcal{W}_p} \left[ q(x_j, u_j) + J_{j+1}^* (A(w_j^p)x_j + B(w_j^p)u_j + Ew_j^p) \right]. \]  \hspace{1cm} (15.19)

• Worst Case Cost.

\[ J_W = \max_{w_j^a \in \mathcal{W}_a, w_j^p \in \mathcal{W}_p} \left[ q(x_j, u_j) + J_{j+1}^* (A(w_j^p)x_j + B(w_j^p)u_j + Ew_j^p) \right]. \]  \hspace{1cm} (15.20)

If the 1-norm or \( \infty \)-norm is used in the cost function of problems (15.18), (15.19) and (15.20), then we set

\[ p(x_N) = \|Px_N\|_p, \quad q(x_k, u_k) = \|Qx_k\|_p + \|Ru_k\|_p \]  \hspace{1cm} (15.21)

with \( p = 1 \) or \( p = \infty \). If the squared Euclidian norm is used then we set

\[ p(x_N) = x_N^T P x_N, \quad q(x_k, u_k) = x_k^T Q x_k + u_k^T R u_k. \]  \hspace{1cm} (15.22)

The reason for including constraints (15.14) in the minimization problem and not in the inner problem (15.15) is that in (15.15) \( w_j^a \) and \( w_j^p \) are free to act regardless of the state constraints. On the other hand in (15.14), the input \( u_j \) has the duty to keep the state within the constraints (15.14) for all possible disturbance realization. By solving problem (15.14) at step \( j \) of the dynamic program, we obtain the function \( u_j(x_j) \), i.e., the policy \( \pi_j(\cdot) \).

Again, the optimal control problem (15.14)–(15.15) can be viewed as a game between two players: the controller \( U \) and the disturbance \( W \). This time the player \( U \) predicts that the game is going to be played as follows. At the generic time \( j \) player \( U \) observes \( x_j \) and responds with \( u_j = \pi_j(x_j) \). Player \( W \) observes \( (x_j, u_j) \) and responds with \( w_j^a \) and \( w_j^p \). Therefore, regardless of the cost function in (15.15) the player \( U \) counteracts any feasible disturbance realization \( w_j \) with a feedback controller \( \pi_j(x_j) \). This prediction model takes into account that the disturbance and the controller play one move at a time.

The game is played differently depending on the cost function \( J_W \).

• In problem (15.14) and (15.18), among all the feedback policies \( u_j = \pi_j(x_j) \) which robustly satisfy the constraints, the player \( U \) chooses the one which minimizes a cost for a “guessed” action \( \bar{w}_j \) played by \( W \).

• In problem (15.14) and (15.19), among all the feedback policies \( u_j = \pi_j(x_j) \) which robustly satisfy the constraints, the player \( U \) chooses the one which minimizes the expected cost at time \( j \).

• The optimal control problem (15.14)–(15.20) is somehow more involved and can be viewed as the solution of a zero-sum dynamic game. The player \( U \) plays first. At the generic time \( j \) player \( U \) observes \( x_j \) and responds with \( u_j = \pi_j(x_j) \). Player \( W \) observes \( (x_j, u_j) \) and responds with the \( w_j^a \) and \( w_j^p \) which lead to the worst case cost. The player \( W \) will always play the worst case action only if it has knowledge of both \( x_j \) and \( u_j = \pi_j(x_j) \). In fact, \( w_j^a \) and \( w_j^p \) in (15.20) are a function of \( x_j \) and \( u_j \). If \( U \) does not reveal his
action to player $W$, then we can only claim that the player $W$ might play the worst case action. Problem (15.14)–(15.20) is meaningful in both cases. Robust constraint satisfaction and worst case minimization will always be guaranteed.

**Example 15.1** Consider the system

$$x_{k+1} = x_k + u_k + w_k$$

(15.23)

where $x$, $u$ and $w$ are state, input and disturbance, respectively. Let $u_k \in \{-1, 0, 1\}$ and $w_k \in \{-1, 0, 1\}$ be the feasible input and disturbance. Here $\{-1, 0, 1\}$ denotes the set with three elements: -1, 0 and 1. Let $x(0) = 0$ be the initial state. The objective for player $U$ is to play two moves in order to keep the state $x_2$ at time 2 in the set $[-1, 1]$. If $U$ is able to do so for any possible disturbance, then he will win the game.

The open-loop formulation (15.11) is infeasible. In fact, in open-loop $U$ can choose from nine possible sequences: (0,0), (1,1), (-1,-1), (-1,1) (1,-1), (-1,0), (1,0), (0,1) and (0,-1). For any of those sequences there will always exist a disturbance sequence $w_0, w_1$ which will bring $x_2$ outside the feasible set $[-1,1]$. The closed-loop formulation (15.14)–(15.20) is feasible and has a simple feasible solution: $u_k = -x_k$. In this case system (15.23) becomes $x_{k+1} = w_k$ and $x_2 = w_1$ which will bring $x_2$ outside the feasible set $[-1,1]$.

The closed-loop formulation (15.14)–(15.20) is feasible and has a simple feasible solution: $u_k = -x_k$. In this case system (15.23) becomes $x_{k+1} = w_k$ and $x_2 = w_1$ which will bring $x_2$ outside the feasible set $[-1,1]$. The optimal feedback policy might be different from $u_k = -x_k$ and depends on the choice of the objective function.

### 15.1.1 State Feedback Solutions Summary

In the following sections we will describe how to compute the solution to CROC-OL and CROC-CL problems. In particular we will show that the solution to CROC-OL and CROC-CL problem can be expressed in feedback form where $u^*(k)$ is a continuous piecewise affine function on polyhedra of the state $x(k)$, i.e., $u^*(k) = f_k(x(k))$ where

$$f_k(x) = F_k^i x + g_k^i \quad \text{if} \quad H_k^i x \leq K_k^i, \quad i = 1, \ldots, N^r_k.$$  

(15.24)

$H_k^i$ and $K_k^i$ in equation (15.24) are the matrices describing the $i$-th polyhedron $CR_k^i = \{x \in \mathbb{R}^n : H_k^i x \leq K_k^i\}$ inside which the feedback optimal control law $u^*(k)$ at time $k$ has the affine form $F_k^i x + g_k^i$.

The optimal solution is continuous and has the form (15.24) in the following cases.

- Nominal or worst-case performance index based on 1- and $\infty$-norm,
  - CROC-OL with no uncertainty in the dynamics matrix $A$ (i.e., $A(\cdot) = A$)
  - CROC-CL
- Nominal performance index based on 2-norm,
CROC-OL with no uncertainty in the dynamics matrix \( A \) (i.e., \( A(\cdot) = A \))

If CROC-OL problems are considered, the set of polyhedra \( CR_k^i, i = 1, \ldots, N^r_k \)
is a polyhedral partition of the set of feasible states \( X^\text{OL}_k \) (15.12) at time \( k \).

If CROC-CL problems are considered, the set of polyhedra \( CR_k^i, i = 1, \ldots, N^r_k \)
is a polyhedral partition of the set of feasible states \( X_k \) of problem (15.17) at time \( k \).

The difference between the feasible sets \( X^\text{OL}_k \) and \( X_k \) associated with open-loop prediction and closed-loop prediction, respectively, are discussed in the next section.

Remark 15.2 CROC-OL and CROC-CL problems with expected cost performance index are not treated in this book. In general, the calculation of expected costs over polyhedral domains requires approximations via sampling or bounding even for disturbances characterized by simple probability distribution functions (e.g., uniform or Gaussian). Once the cost has been approximated, one can easily modify the approaches described in this chapter to solve CROC-OL and CROC-CL problems with expected cost performance index.

15.2 Feasible Solutions

As in the nominal case (Section 11.2), there are two ways to define and compute the robust feasible sets: the batch approach and the recursive approach. While for systems without disturbances, both approaches yield the same result, in the robust case the batch approach provides the feasible set \( X^\text{OL}_i \) of CROC with open-loop predictions and the recursive approach provides the feasible set \( X_i \) of CROC with closed-loop predictions. From the discussion in the previous sections, clearly we have \( X^\text{OL}_N = X_f \). We will detail the batch approach and the recursive approach next and at the end of the section we will show how to modify the batch approach in order to compute \( X_i \).

Batch Approach: Open-Loop Prediction

Consider the set \( X^\text{OL}_i \) (15.12) of feasible states \( x_i \) at time \( i \) for which (15.11) is feasible, for \( i = 0, \ldots, N \), rewritten below

\[
X^\text{OL}_i = \{ x_i \in X : \exists(u_i, \ldots, u_{N-1}) \text{ such that } x_k \in X, u_k \in U, k = i, \ldots, N - 1, \\
x_N \in X_f \land \forall w^a_k \in W^a, \forall w^p_k \in W^p, k = i, \ldots, N - 1, \\
    \text{where } x_{k+1} = A(w^a_k)x_k + B(w^p_k)u_k + Ew^a_k \}. 
\]

Thus for any initial state \( x_i \in X^\text{OL}_i \) there exists a feasible sequence of inputs \( U_i = [u_i, \ldots, u_{N-1}] \) which keeps the state evolution in the feasible set \( X \) at future time instants \( k = i + 1, \ldots, N - 1 \) and forces \( x_N \) into \( X_f \) at time \( N \) for all feasible disturbance sequences \( w^a_k \in W^a, w^p_k \in W^p, k = i, \ldots, N - 1 \). Clearly \( X^\text{OL}_N = X_f \).

Next we show how to compute \( X^\text{OL}_i \) for \( i = 0, \ldots, N-1 \). Let the state and input constraint sets \( X, X_f \) and \( U \) be the \( H \)-polyhedra \( A_x x \leq b_x, A_f x \leq b_f, A_u u \leq b_u \),
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respectively. Assume that the disturbance sets are represented in terms of their vertices: \( \mathcal{W}^a = \text{conv}\{w^{a,1}, \ldots, w^{a,n_{wa}}\} \) and \( \mathcal{W}^p = \text{conv}\{w^{p,1}, \ldots, w^{p,n_{wp}}\} \). Define \( U_i = [u_i^j, \ldots, u_{N-1}^j] \) and the polyhedron \( \mathcal{P}_i \) of robustly feasible states and input sequences at time \( i \):

\[
\mathcal{P}_i = \{(U_i, x_i) \in \mathbb{R}^{m(N-i)+n} : G_i U_i - E_i x_i \leq W_i\}. \tag{15.25}
\]

In (15.25) \( G_i, E_i \) and \( W_i \) are obtained by collecting all the following inequalities:

- **Input Constraints**
  \[
  A_u u_k \leq b_u, \quad k = i, \ldots, N-1.
  \]

- **State Constraints**
  \[
  A_x x_k \leq b_x, \quad k = i, \ldots, N-1 \text{ for all } w^a_l \in \mathcal{W}^a, \quad w^p_l \in \mathcal{W}^p, \quad l = i, \ldots, k-1. \tag{15.26}
  \]

- **Terminal State Constraints**
  \[
  A_x x_N \leq b_f, \quad \text{for all } w^a_l \in \mathcal{W}^a, \quad w^p_l \in \mathcal{W}^p, \quad l = i, \ldots, N-1. \tag{15.27}
  \]

Constraints (15.26)-(15.27) are enforced for all feasible disturbance sequences. In order to do so, we rewrite constraints (15.26)-(15.27) at time \( k \) as a function of \( x_i \) and the input sequence \( U_i \):

\[
A_x \left( \prod_{j=i}^{k-1} A(w^p_j)x_i + \sum_{l=1}^{k-1} \prod_{j=i}^{l-1} A(w^p_j)(B(w^p_{k-1-l})u_{k-1-l} + E w^a_{k-1-l}) \right) \leq b_x.
\tag{15.28}

In general, the constraint (15.28) is non-convex in the disturbance sequences \( w^a_i, \ldots, w^a_{k-1}, w^p_i, \ldots, w^p_{k-1} \) because of the product \( \prod_{j=i}^{k-1} A(w^p_j) \).

Assume that there is no uncertainty in the dynamics matrix \( A \), i.e., \( A(\cdot) = A \).

In this case, since \( B(\cdot) \) is an affine function of \( w^p \) (cf. equation (15.4)) and since the composition of a convex constraint with an affine map generates a convex constraint (Section 1.2), we can use Lemma 10.1 to rewrite constraints (15.26) at time \( k \) as

\[
A_x \left( A^{k-i-1} x_i + \sum_{l=1}^{k-1} A^{l-i-1}(B(w^p_{k-1-l})u_{k-1-l} + E w^a_{k-1-l}) \right) \leq b_x,
\]

for all \( w^a_j \in \{w^{a,i}\}_{i=1}^{n_{wa}}, \quad w^p_j \in \{w^{p,i}\}_{i=1}^{n_{wp}}, \quad \forall j = i, \ldots, k-1, \]

\[
k = i, \ldots, N-1,
\tag{15.29}
\]

and imposing the constraints at all the vertices of the sets \( \mathcal{W}^a \times \mathcal{W}^a \times \cdots \times \mathcal{W}^a \)

and \( \mathcal{W}^p \times \mathcal{W}^p \times \cdots \times \mathcal{W}^p \). Note that the constraints (15.29) are now linear in \( x_i \)

and \( U_i \). The same procedure can be repeated for constraint (15.27).

**Remark 15.3** When only additive disturbances are present (i.e., \( n_p = 0 \)), vertex enumeration is not required and a set of linear programs can be used to transform the constraints (15.26) into a smaller number of constraints than (15.29) as explained in Lemma 10.2.
Once the matrices $G_i$, $E_i$ and $W_i$ have been computed, the set $X_{OL}^i$ is a polyhedron and can be computed by projecting the polyhedron $P_i$ in (15.25) on the $x_i$ space.

**Recursive Approach: Closed-Loop Prediction**

In the recursive approach we have

$$X_i = \{ x \in \mathcal{X} : \exists u \in U \text{ such that } A(w_i^p)x + B(w_i^p)u + Ew_i^a \in X_{i+1}, \forall w_i^a \in W^a, \forall u_i^p \in W^p \}, \quad i = 0, \ldots, N - 1$$

$$X_N = X_f.$$  \hspace{1cm} (15.30)

The definition of $X_i$ in (15.30) is recursive and it requires that for any feasible initial state $x_i \in X_i$ there exists a feasible input $u_i$ which keeps the next state $A(w_i^p)x + B(w_i^p)u + Ew_i^a$ in the feasible set $X_{i+1}$ for all feasible disturbances $w_i^a \in W^a$, $w_i^p \in W^p$.

Initializing $X_N$ to $X_f$ and solving (15.30) backward in time yields the feasible set $X_0$ for the CROC-CL (15.14)–(15.16) which, as shown in Example 15.1, is different from $X_{OL}^0$.

Let $X_i$ be the $H$-polyhedron $A x \leq b$. Then the set $X_{i-1}$ is the projection of the following polyhedron

$$\begin{bmatrix} A & 0 \\ 0 & A_i \end{bmatrix} u_{i-1} + \begin{bmatrix} 0 \\ A x_i A_i \end{bmatrix} x_{i-1} \leq \begin{bmatrix} b_u \\ b_x \\ b_{X_i} - Ew_i^a \\ b_{X_i} - Ew_i^p \end{bmatrix}$$

for all $w_i^a \in \{ w_i^{a,1} \}_{i=1}^{n_{W^a}}$, for all $w_i^p \in \{ w_i^{p,1} \}_{i=1}^{n_{W^p}}$. \hspace{1cm} (15.31)

on the $x_{i-1}$ space. (Note that we have used Lemma 10.1 and imposed state constraints at all the vertices of the sets $W^a \times W^p$.)

**Remark 15.4** When only additive disturbances are present (i.e., $n_p = 0$), vertex enumeration is not required and a set of linear programs can be used to transform the constraints in (15.30) into a smaller number of constraints than (15.31) as explained in Lemma 10.2.

The backward evolution in time of the feasible sets $X_i$ enjoys the properties described by Theorems 11.1 and 11.2 for the nominal case. In particular if a robust controlled invariant set is chosen as terminal constraint $X_f$, then set $X_i$ grows as $i$ becomes smaller and stops growing when it becomes the maximal robust stabilizable set.

**Theorem 15.1** Let the terminal constraint set $X_f$ be a robust control invariant subset of $X$. Then,
1. The feasible set $X_i$, $i = 0, \ldots, N-1$, is equal to the $(N-i)$-step robust stabilizable set:

$$X_i = \mathcal{K}_i(X_f, \mathcal{W}).$$

2. The feasible set $X_i$, $i = 0, \ldots, N-1$, is robust control invariant and contained within the maximal robust control invariant set:

$$X_i \subseteq C_\infty.$$

3. $X_i \supseteq X_j$ if $i < j$, $i = 0, \ldots, N-1$. The size of the feasible $X_i$ set stops increasing (with decreasing $i$) if and only if the maximal robust stabilizable set is finitely determined and $N - i$ is larger than its determinedness index $\bar{N}$, i.e.

$$X_i \supset X_j \text{ if } N - \bar{N} < i < j < N.$$

Furthermore,

$$X_i = \mathcal{K}_\infty(X_f, \mathcal{W}) \text{ if } i \leq N - \bar{N}.$$

**Batch Approach: Closed-Loop Prediction**

The batch approach can be modified in order to obtain $X_i$ instead of $X^\text{OL}_i$. The main idea is to augment the number of inputs by allowing one input sequence for each vertex $l$ of the set containing all disturbance sequences over the horizon $[0, N-1]$. We will explain the approach under the assumption that there is no parametric uncertainty ($w = w^a$). From causality, the input $u_j$ is a function of $x_0$ and the sequence $w_0, \ldots, w_{j-1}$. Therefore, $u_0$ will be unique, $u_1$ a function of the vertices of the disturbance set $\mathcal{W}^a$, $u_2$ a function of the vertices of the disturbance set $\mathcal{W}^a \times \mathcal{W}^a$, and $u_{N-1}$ a function of $\mathcal{W}^a \times \mathcal{W}^a \times \cdots \times \mathcal{W}^a$. The generic $l$-th input sequence can be written as

$$U_l = [u_0, \tilde{u}_1^l, \tilde{u}_2^l, \ldots, \tilde{u}_{N-1}^l]$$

where the lower index denotes time, and the upper index is used to associate a different input for every disturbance realization. For instance, at time 0 the extreme realizations of additive uncertainty are $n_{W^a}$. At time 1 there is one input for each realization and thus $j_1 \in \{1, \ldots, n_{W^a}\}$. At time 2 the number of extreme realizations of the disturbance sequence $w_0, w_1$ is $n_{W^a}^2$ and therefore $j_2 \in \{1, \ldots, n_{W^a}^2\}$. By repeating this argument we have $j_k \in \{1, \ldots, n_{W^a}^k\}$, $k = 1, \ldots, N - 1$. In total we will have $n_{W^a}^{N-1}$ different control sequences $U_l$ and $m \left(1 + n_{W^a} + n_{W^a}^2 + \cdots + n_{W^a}^{N-1}\right)$ control variables to optimize over.

Figure 15.1 depicts an example where the disturbance set has two vertices $w^1$ and $w^2$ ($n_{W^a} = 2$) and the horizon is $N = 4$. The continuous line represents the occurrence of $w^1$, while the dashed line represents the occurrence of $w^2$. Over the horizon there are eight possible scenarios associated to eight extreme disturbance realizations. The state $\tilde{x}_3^j$ denotes the predicted state at time 3 associated to the $j$-th disturbance scenario.

Since the approach is computationally demanding, we prefer to present the main idea through a very simple example rather than including all the tedious details.
Figure 15.1 Batch Approach with Closed-Loop Prediction. State propagation and associated input variables. The disturbance set has two vertices $w^1$ and $w^2$ ($n_W = 2$) and the horizon is $N = 4$. The continuous line represents the occurrence of $w^1$, while the dashed line represents the occurrence of $w^2$. Over the horizon there are eight possible scenarios associated to eight extreme disturbance realizations. The state $\tilde{x}_3^j$ denotes the predicted state at time 3 associated to the $j$-th disturbance scenario.

Example 15.2 Consider the system

$$x_{k+1} = x_k + u_k + w_k$$  \hspace{1cm} (15.32)

where $x$, $u$ and $w$ are state, input and disturbance, respectively. Let $u_k \in [-1, 1]$ and $w_k \in [-1, 1]$ be the feasible input and disturbance. The objective for player $U$ is to play two moves in order to keep the state at time three $x_3$ in the set $X_f = [-1, 1]$.

- **Batch approach**

  We rewrite the terminal constraint as

  $$x_3 = x_0 + u_0 + u_1 + u_2 + w_0 + w_1 + w_2 \in [-1, 1]$$

  for all $w_0 \in [-1, 1]$, $w_1 \in [-1, 1]$, $w_2 \in [-1, 1]$ \hspace{1cm} (15.33)

  which by Lemma 10.1 becomes

  $$-1 \leq x_0 + u_0 + u_1 + u_2 + 3 \leq 1$$

  $$-1 \leq x_0 + u_0 + u_1 + u_2 + 1 \leq 1$$

  $$-1 \leq x_0 + u_0 + u_1 + u_2 - 1 \leq 1$$

  $$-1 \leq x_0 + u_0 + u_1 + u_2 - 3 \leq 1$$ \hspace{1cm} (15.34)

  which by removing redundant constraints becomes the constraint

  $$2 \leq x_0 + u_0 + u_1 + u_2 \leq -2$$ \hspace{1cm} (15.35)

  which is infeasible and thus $X_0 = \emptyset$. For the sake of clarity we continue with the procedure as if we did not notice that constraint (15.35) was infeasible.

  The set $X_0^{OL}$ is the projection on the $x_0$ space of the polyhedron $P_0$ of combined
feasible input and state constraints

\[ \mathcal{P}_0 = \{ (u_0, u_1, u_2, x_0) \in \mathbb{R}^4 : 
\begin{bmatrix}
1 & 0 & 0 \\
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1 \\
1 & 1 & 1 \\
-1 & -1 & -1
\end{bmatrix}
\begin{bmatrix}
u_0 \\
u_1 \\
u_2 \\
x_0 
\end{bmatrix} +
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
0 \\
1 \\
-1
\end{bmatrix}
x_0 \leq
\begin{bmatrix}
1 \\
1 \\
1 \\
1 \\
1 \\
-2 \\
-2
\end{bmatrix} \} . \]

The projection will provide an empty set since the last two constraints correspond to the infeasible terminal state constraint (15.35).

- **Recursive approach**
  For the recursive approach we have \( \mathcal{X}_3 = \mathcal{X}_f = [-1, 1] \). We rewrite the terminal constraint as

\[ x_3 = x_2 + u_2 + w_2 \in [-1, 1] \text{ for all } w_2 \in [-1, 1] \] (15.36)

which by Lemma 10.1 becomes

\[ -1 \leq x_2 + u_2 + 1 \leq 1 \]

\[ -1 \leq x_2 + u_2 - 1 \leq 1 \] (15.37)

which by removing redundant constraints becomes

\[ 0 \leq x_2 + u_2 \leq 0. \]

The set \( \mathcal{X}_2 \) is the projection on the \( x_2 \) space of the polyhedron

\[ \begin{bmatrix}
1 & 0 \\
-1 & 0 \\
1 & 1 \\
-1 & -1
\end{bmatrix}
\begin{bmatrix}
u_2 \\
x_2
\end{bmatrix} \leq
\begin{bmatrix}
1 \\
1 \\
0 \\
0
\end{bmatrix} \] (15.38)

which yields \( \mathcal{X}_2 = [-1, 1] \). Since \( \mathcal{X}_2 = \mathcal{X}_3 \) one can conclude that \( \mathcal{X}_2 \) is the maximal controllable robust invariant set and \( \mathcal{X}_0 = \mathcal{X}_1 = \mathcal{X}_2 = [-1, 1] \).

- **Batch approach with closed-loop predictions**
  The horizon N is three and therefore we have \( 2^{N-1} = 4 \) different control sequences: \( \{ u_0, \tilde{u}_1, \tilde{u}_2 \} \), \( \{ u_0, \tilde{u}_1', \tilde{u}_2' \} \), and \( \{ u_0, \tilde{u}_1'', \tilde{u}_2'' \} \), corresponding to the extreme disturbance realizations \( \{ w_0 = -1, w_1 = -1, w_2 \} \), \( \{ w_0 = -1, w_1 = 1, w_2 \} \), \( \{ w_0 = 1, w_1 = -1, w_2 \} \) and \( \{ w_0 = 1, w_1 = 1, w_2 \} \), respectively.

The terminal constraint is thus rewritten as

\[ -1 \leq x_0 + u_0 + \tilde{u}_1 + \tilde{u}_2 - 1 - 1 + w_2 \leq 1, \quad \forall w_2 \in [-1, 1] \]

\[ -1 \leq x_0 + u_0 + \tilde{u}_1' + \tilde{u}_2' - 1 + 1 + w_2 \leq 1, \quad \forall w_2 \in [-1, 1] \]

\[ -1 \leq x_0 + u_0 + \tilde{u}_1'' + \tilde{u}_2'' - 1 - 1 + w_2 \leq 1, \quad \forall w_2 \in [-1, 1] \]

\[ -1 \leq u_0 \leq 1 \\
-1 \leq \tilde{u}_1 \leq 1 \\
-1 \leq \tilde{u}_1' \leq 1 \\
-1 \leq \tilde{u}_1'' \leq 1 \\
-1 \leq \tilde{u}_2 \leq 1 \\
-1 \leq \tilde{u}_2' \leq 1 \\
-1 \leq \tilde{u}_2'' \leq 1 \\
-1 \leq \tilde{u}_2'' \leq 1 \] (15.39)
which becomes by using Lemma 10.1

\begin{align*}
-1 \leq x_0 + u_0 + \hat{u}_1^1 + \hat{u}_1^2 - 1 - 1 + 1 & \leq 1 \\
-1 \leq x_0 + u_0 + \hat{u}_1^1 + \hat{u}_2^2 - 1 - 1 - 1 & \leq 1 \\
-1 \leq x_0 + u_0 + \hat{u}_1^1 + \hat{u}_2^3 - 1 + 1 + 1 & \leq 1 \\
-1 \leq x_0 + u_0 + \hat{u}_1^1 + \hat{u}_3 - 1 + 1 - 1 & \leq 1 \\
-1 \leq x_0 + u_0 + \hat{u}_2^2 + \hat{u}_3 - 1 + 1 & \leq 1 \\
-1 \leq x_0 + u_0 + \hat{u}_2^2 + \hat{u}_3 + 1 - 1 & \leq 1 \\
-1 \leq x_0 + u_0 + \hat{u}_2^2 + \hat{u}_3 + 1 + 1 & \leq 1 \\
-1 \leq x_0 + u_0 + \hat{u}_2^2 + \hat{u}_3 + 1 + 1 & \leq 1 \\
-1 \leq u_0 - 1 & \leq 1 \\
-1 \leq \hat{u}_1^1 - 1 & \leq 1 \\
-1 \leq \hat{u}_1^2 - 1 & \leq 1 \\
-1 \leq \hat{u}_2^2 - 1 & \leq 1 \\
-1 \leq \hat{u}_2^2 - 1 & \leq 1 \\
-1 \leq \hat{u}_2^2 - 1 & \leq 1 \\
-1 \leq \hat{u}_3 - 1 & \leq 1.
\end{align*}

The set $\mathcal{X}_0$ can be obtained by projecting the polyhedron (15.40) in the $(x_0, u_0, \hat{u}_1^1, \hat{u}_1^2, \hat{u}_2^2, \hat{u}_2^3, \hat{u}_3)$-space on the $x_0$ space. This yields $\mathcal{X}_0 = [-1, 1]$, the same as in the recursive approach.

### 15.3 State Feedback Solution, Nominal Cost

**Theorem 15.2** Consider the CROC-OL (15.11) with cost (15.5), (15.6) and (15.9) or (15.10). Assume that the parametric uncertainties are in the $B$ matrix only ($A(w^p) = A$). Then, there exists a solution $u^*(0) = f_0^{OL}(x(0)), f_0 : \mathbb{R}^n \rightarrow \mathbb{R}^m$, which is continuous and PPWA

$$f_0^{OL}(x) = F_0^i x + g_0^i \quad \text{if} \quad x \in CR_0^i, \quad i = 1, \ldots, N_0^r$$

where the polyhedral sets $CR_0^i = \{H_i^i x \leq k_i^i \}, \quad i = 1, \ldots, N_0^r$, are a partition of the feasible set $\mathcal{X}_0^{OL}$. Moreover $f_0$ can be found by solving an mp-LP for cost (15.9) and an mp-QP for cost (15.10). The same result holds for $u^*(k) = f_k^{OL}(x(0)), \quad k = 1, \ldots, N - 1$.

**Proof:** The proof can be easily derived from the results in Chapter 11. The only difference is that the constraints have to be first “robustified” as explained in Section 15.2.

**Theorem 15.3** There exists a state feedback control law $u^*(k) = f_k(x(k)), \quad f_k : \mathcal{X}_k \subseteq \mathbb{R}^n \rightarrow U \subseteq \mathbb{R}^m$, solution of the CROC-CL (15.14)-(15.16) with cost (15.18), (15.21) and $k = 0, \ldots, N - 1$ which is time-varying, continuous and piecewise affine on polyhedra

$$f_k(x) = F_k^i x + g_k^i \quad \text{if} \quad x \in CR_k^i, \quad i = 1, \ldots, N_k^r$$

(15.42)
where the polyhedral sets \( CR_k^i = \{ x \in \mathbb{R}^n : H_i^k x \leq K_i^k \} \), \( i = 1, \ldots, N_k^r \) are a partition of the feasible polyhedron \( A_k \). Moreover, \( f_i, i = 0, \ldots, N - 1 \) can be found by solving \( N \) mp-LPs.

**Proof:** The proof can be easily derived from the results in Chapter 11. The only difference is that the constraints have to be first robustified as explained in Section 15.2.

\[ \text{Lemma 15.1} \]

Let \( f : \mathbb{R}^s \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R} \) and \( g : \mathbb{R}^s \times \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^m \) be functions of \( (z, x, w) \) convex in \( w \) for each \( (z, x) \). Assume that the variable \( w \) belongs to the polyhedron \( W \) with vertices \( \{ \bar{w}_i \}_{i=1}^{\bar{N}_W} \). Then the min-max multiparametric problem

\[
J^*(x) = \min_z \max_{w \in W} f(z, x, w) \quad \text{subj. to} \quad g(z, x, w) \leq 0 \quad \forall w \in W
\]

is equivalent to the multiparametric optimization problem

\[
J^*(x) = \min_{\mu, z} \max \mu \quad \text{subj. to} \quad \mu \geq f(z, x, \bar{w}_i), \ i = 1, \ldots, \bar{N}_W \quad g(z, x, \bar{w}_i) \leq 0, \ i = 1, \ldots, \bar{N}_W.
\]

**Proof:** Easily follows from the fact that the maximum of a convex function over a convex set is attained at an extreme point of the set, cf. also [259].

\[ \text{Corollary 15.1} \]

If \( f \) is convex and piecewise affine in \( (z, x) \), i.e., \( f(z, x, w) = \max_{i=1, \ldots, n_f} \{ L_i^f(w) z + H_i^f(w)x + K_i^f(w) \} \) and \( g \) is linear in \( (z, x) \) for all \( w \in W \), \( g(z, x, w) = L_g(w) z + H_g(w)x + K_g(w) \) (with \( L_g(\cdot), H_g(\cdot), K_g(\cdot), L_i^f(\cdot), H_i^f(\cdot), K_i^f(\cdot), i = 1, \ldots, n_f, \) convex functions), then the min-max multiparametric problem (15.43) is equivalent to the mp-LP problem

\[
J^*(x) = \min_{\mu, z} \mu \quad \text{subj. to} \quad \mu \geq L_j^f(\bar{w}_i) z + H_j^f(\bar{w}_i)x + K_j^f(\bar{w}_i), \ i = 1, \ldots, \bar{N}_W, \ j = 1, \ldots, n_f \\
L_g(\bar{w}_i) z + H_g(\bar{w}_i)x \leq -K_g(\bar{w}_i), \ i = 1, \ldots, \bar{N}_W.
\]

**Remark 15.5** As discussed in Lemma 10.2, in the case \( g(z, x, w) = g_1(z, x) + g_2(w) \), the second constraint in (15.44) can be replaced by \( g_1(z, x) \leq -\bar{g}, \) where \( \bar{g} = [\bar{g}_1, \ldots, \bar{g}_{\bar{n}_g}]' \) is a vector whose \( i \)-th component is

\[
\bar{g}_i = \max_{w \in W} g_2^i(w),
\]
and \( g_i^2(w) \) denotes the \( i \)-th component of \( g_2(w) \). Similarly, if \( f(z, x, w) = f_1(z, x) + f_2(w) \), the first constraint in (15.44) can be replaced by \( \mu \geq f_1(z, x) + \bar{f} \), where
\[
\bar{f} = \max_{w \in W} f_2^*(w). \tag{15.47}
\]

Clearly, this has the advantage of reducing the number of constraints in the multiparametric program from \( N_W n_f \) to \( n_f \) for the second constraint in (15.44) and from \( N_W n_f \) to \( n_f \) for the first constraint in (15.44).

In the following subsections we show how to solve CROC problems in state feedback form by using multiparametric linear programming.

### 15.4.1 Batch Approach: Open-Loop Predictions

**Theorem 15.4** Consider the CROC-OL (15.5), (15.8), (15.9), (15.11). Assume that the parametric uncertainties are in the B matrix only \((A(w^p) = A)\). Then, there exists a solution \( u^*(0) = f_0^O(x(0)) \), \( f_0^O : \mathbb{R}^n \rightarrow \mathbb{R}^m \), which is continuous and PPWA
\[
f_0^O(x) = F_a^i x + g_0^i \quad \text{if} \quad x \in CR_i^0, \quad i = 1, \ldots, N_0^r \tag{15.48}
\]
where the polyhedral sets \( CR_i^0 = \{H_i^0 x \leq k_i^0\} \), \( i = 1, \ldots, N_0^r \), are a partition of the feasible set \( X_0^O \). Moreover \( f_0 \) can be found by solving an mp-LP. The same result holds for \( u^*(k) = f_k^O(x(0)) \), \( k = 1, \ldots, N - 1 \).

**Proof:** Since \( x_k = A^k x_0 + \sum_{i=0}^{k-1} A^i [B(w_{k-1-i}) u_{k-1-i} + E w_{k-1-i}] \) is a linear function of the disturbances \( w^a = \{w_0^a, \ldots, w_{N-1}^a\} \), and \( w^p = \{w_0^p, \ldots, w_{N-1}^p\} \) for a fixed input sequence and \( x_0 \), the cost function in the maximization problem (15.8) is convex and piecewise affine with respect to the optimization vectors \( w^a \) and \( w^p \) and the parameters \( U_0, x_0 \). The constraints in (15.11) are linear in \( U_0 \) and \( x_0 \), for any \( w^a \) and \( w^p \). Therefore, by Corollary 15.1, problem (15.8)–(15.11) can be solved by specifying the constraints (15.11) only at the vertices of the set \( \mathcal{W}^a \times \cdots \times \mathcal{W}^a \times \mathcal{W}^p \times \cdots \times \mathcal{W}^p \) and solving an mp-LP. The theorem follows from the mp-LP properties described in Theorem 6.5. \( \blacksquare \)

**Remark 15.6** Note that Theorem 15.4 does not hold when parametric uncertainties are present also in the \( A \) matrix. In this case the predicted state \( x_k \) is a nonlinear function of the vector \( w^p \).

**Remark 15.7** In case of CROC-OL with additive disturbances only \((w^p(t) = 0)\) the number of constraints in (15.11) can be reduced as explained in Remark 15.5.

### 15.4.2 Recursive Approach: Closed-Loop Predictions

**Theorem 15.5** There exists a state feedback control law \( u^*(k) = f_k(x(k)) \), \( f_k : X_k \subseteq \mathbb{R}^n \rightarrow U \subseteq \mathbb{R}^m \), solution of the CROC-CL (15.14)–(15.17) with cost (15.20), (15.21)
and $k = 0, \ldots, N - 1$ which is time-varying, continuous and piecewise affine on polyhedra

$$f_k(x) = F_k^i x + g_k^i \quad \text{if} \quad x \in CR_k^i, \quad i = 1, \ldots, N_k^r$$

where the polyhedral sets $CR_k^i = \{ x \in \mathbb{R}^n : H_k^i x \leq K_k^i \}$, $i = 1, \ldots, N_k^r$ are a partition of the feasible polyhedron $X_k$. Moreover $f_i, i = 0, \ldots, N - 1$ can be found by solving $N$ mp-LPs.

**Proof:** Consider the first step $j = N - 1$ of dynamic programming applied to the CROC-CL problem (15.14)–(15.20) with cost (15.9)

$$J_{N-1}(x_{N-1}) = \min_{u_{N-1}} J_{N-1}(x_{N-1}, u_{N-1})$$

subject to

$$\begin{cases}
x_{N-1} \in \mathcal{X}, & u_{N-1} \in \mathcal{U} \\
A(w_{N-1}^p)x_{N-1} + B(w_{N-1}^p)u_{N-1} + Ew_{N-1}^a \in \mathcal{X}_f
\end{cases}$$

$$\forall w_{N-1}^p \in \mathcal{W}^p, \quad \forall w_{N-1}^a \in \mathcal{W}^a$$

(15.51)

$$J_{N-1}(x_{N-1}, u_{N-1}) = \max_{w_{N-1}^p \in \mathcal{W}^p, \ w_{N-1}^a \in \mathcal{W}^a} \left\{ \|Q x_{N-1}\|_p + \|Ru_{N-1}\|_p + \|P(A(w_{N-1}^p)x_{N-1} + B(w_{N-1}^p)u_{N-1} + Ew_{N-1}^a)\|_p \right\}.$$  

(15.52)

The cost function in the maximization problem (15.52) is piecewise affine and convex with respect to the optimization vector $w_{N-1}^p, w_{N-1}^a$ and the parameters $u_{N-1}, x_{N-1}$. Moreover, the constraints in the minimization problem (15.51) are linear in $(u_{N-1}, x_{N-1})$ for all vectors $w_{N-1}^p, w_{N-1}^a$. Therefore, by Corollary 15.1, $J_{N-1}(x_{N-1}), u_{N-1}(x_{N-1})$ and $X_{N-1}$ are computable via the mp-LP:

$$J_{N-1}^*(x_{N-1}) = \min_{\mu, u_{N-1}} \mu$$

subject to

$$\begin{cases}
\mu \geq \|Q x_{N-1}\|_p + \|Ru_{N-1}\|_p + \|P(A(w_{N-1}^p)x_{N-1} + B(w_{N-1}^p)u_{N-1} + Ew_{N-1}^a)\|_p \\
x_{N-1} \in \mathcal{X}, & u_{N-1} \in \mathcal{U} \\
A(\bar{w}_h^p)x_{N-1} + B(\bar{w}_h^p)u_{N-1} + E\bar{w}_h^a \in \mathcal{X}_N
\end{cases}$$

$$\forall i = 1, \ldots, n_{\mathcal{W}^p}, \forall h = 1, \ldots, n_{\mathcal{W}^a}.$$  

(15.53a)

(15.53b)

(15.53c)

where $\{\bar{w}_h^p\}_{i=1}^{n_{\mathcal{W}^p}}$ and $\{\bar{w}_h^a\}_{h=1}^{n_{\mathcal{W}^a}}$ are the vertices of the disturbance sets $\mathcal{W}^p$ and $\mathcal{W}^a$, respectively. By Theorem 6.5, $J_{N-1}^*$ is a convex and piecewise affine function of $x_{N-1}$, the corresponding optimizer $u_{N-1}^*$ is piecewise affine and continuous, and the feasible set $X_{N-1}$ is a convex polyhedron. Therefore, the convexity and linearity arguments still hold for $j = N - 2, \ldots, 0$ and the procedure can be iterated backwards in time $j$, proving the theorem. The theorem follows from the mp-LP properties described in Theorem 6.5.
Remark 15.8 Let \( n_a \) and \( n_b \) be the number of inequalities in (15.53a) and (15.53c), respectively, for any \( i \) and \( h \). In case of additive disturbances only \((n_{W_{0}} = 0)\) the total number of constraints in (15.53a) and (15.53c) for all \( i \) and \( h \) can be reduced from \((n_a + n_b)n_{W_{0}} + n_{W_{0}}\) to \( n_a + n_b \) as shown in Remark 15.5.

Remark 15.9 The closed-loop solution \( u^*(k) = f_k(x(k)) \) can be also obtained by using the modified batch approach with closed-loop prediction as discussed in Section 15.2. The idea there is to augment the number of free inputs by allowing one sequence \( \tilde{u}_0, \ldots, \tilde{u}_{N-1} \) for each vertex \( i \) of the disturbance set \( W_a \times W_a \times \cdots \times W_a \). The large number of extreme points of such a set and the resulting large number of inputs and constraints make this approach computationally hard.

### 15.4.3 Solution to CROC-CL and CROC-OL via mp-MILP*

Theorems 15.2-15.5 propose different ways of finding the PPWA solution to constrained robust optimal control by using multiparametric programs. The solution approach presented in this section is more general than the one of Theorems 15.2-15.5 as it does not exploit convexity, so that it may also be used in other contexts, for instance for CROC-CL of hybrid systems, or for CROC of uncertain systems of the type \( x(t+1) = Ax(t) + Bu(t) + Ew(t) \) where \( A \) and \( B \) belong to a finite discrete set of known matrices.

Consider the multiparametric mixed-integer linear program (mp-MILP)

\[
J^*(x) = \min_z \{ J(z, x) = c'z \}
\]

subj. to \( Gz \leq w + Sx \).

where \( z = [z_c, z_d] \), \( z_c \in \mathbb{R}^{n_c}, z_d \in \{0, 1\}^{n_d}, s = n_c + n_d, z \in \mathbb{R}^s \) is the optimization vector and \( x \in \mathbb{R}^n \) is the vector of parameters.

For a given polyhedral set \( K \subseteq \mathbb{R}^n \) of parameters, solving (15.54) amounts to determining the set \( K^* \subseteq K \) of parameters for which (15.54) is feasible, the value function \( J : K^* \to \mathbb{R} \), and the optimizer function \( z^* : K^* \to \mathbb{R}^s \).

The properties of \( J^*(\cdot) \) and \( z^*(\cdot) \) have been analyzed in Section 6.4.1 and summarized in Theorem 6.10. Below we state some properties based on these theorems.

Lemma 15.2 Let \( J : \mathbb{R}^s \times \mathbb{R}^n \to \mathbb{R} \) be a continuous piecewise affine (possibly nonconvex) function of \((z, x)\),

\[
J(z, x) = L_i z + H_i x + K_i \text{ for } [z] \in \mathcal{R}_i,
\]

where \( \{\mathcal{R}_{i}\}_{i=1}^{n_{R}} \) are polyhedral sets with disjoint interiors, \( \mathcal{R} = \bigcup_{i=1}^{n_{R}} \mathcal{R}_i \) is a (possibly non-convex) polyhedral set and \( L_i, H_i \) and \( K_i \) are matrices of suitable dimensions. Then the multiparametric optimization problem

\[
J^*(x) = \min_z \{ J(z, x) \}
\]

subj. to \( Cz \leq c + Sx \)

(15.56)

\footnote{In case of multiple solutions, we define \( z^*(x) \) as one of the optimizers.}
is an mp-MILP.

Proof: By following the approach of [42] to transform piecewise affine functions into a set of mixed-integer linear inequalities, introduce the auxiliary binary optimization variables $\delta_i \in \{0, 1\}$, defined as

$$\delta_i = 1 \leftrightarrow [z_i] \in \mathcal{R}_i,$$

where $\delta_i$, $i = 1, \ldots, n_J$, satisfy the exclusive-or condition $\sum_{i=1}^{n_J} \delta_i = 1$, and set

$$J(z, x) = \sum_{i=1}^{n_J} q_i$$

where $q_i$ are auxiliary continuous optimization vectors. By transforming \((15.57)–(15.59)\) into mixed-integer linear inequalities [42], it is easy to rewrite \((15.56)\) as a multiparametric MILP.

Next we present two theorems which describe how to use mp-MILP to solve CROC-OL and CROC-CL problems.

**Theorem 15.6** By solving two mp-MILPs, the solution $U^*_0(x_0)$ to the CROC-OL \((15.8), (15.9), (15.11)\) with additive disturbances only ($n_p = 0$) can be computed in explicit piecewise affine form \((15.48)\).

Proof: The objective function in the maximization problem \((15.8)\) is convex and piecewise affine with respect to the optimization vector $w^a = \{w_0^a, \ldots, w_{N-1}^a\}$ and the parameters $U = \{u_0, \ldots, u_{N-1}\}, x_0$. By Lemma 15.2, it can be solved via mp-MILP. By Theorem 6.10, the resulting value function $J$ is a piecewise affine function of $U$ and $x_0$ and the constraints in \((15.11)\) are a linear function of the disturbance $w^a$ for any given $U$ and $x_0$. Then, by Lemma 15.2 and Corollary 15.1 the minimization problem is again solvable via mp-MILP, and the optimizer $U^*_0 = \{u_0^*, \ldots, u_{N-1}^*\}$ is a piecewise affine function of $x_0$.

**Theorem 15.7** By solving $2N$ mp-MILPs, the solution of the CROC-CL \((15.14)–(15.17)\) problem with cost \((15.20), (15.21)\) and additive disturbances only ($n_p = 0$) can be obtained in state feedback piecewise affine form \((15.49)\).

Proof: Consider the first step $j = N - 1$ of the dynamic programming solution to CROC-CL. The cost-to-go at step $N - 1$ is $p(x_N)$ from \((15.16)\). Therefore, the cost function in the maximization problem is piecewise affine with respect to both the optimization vector $w_{N-1}^a$ and the parameters $u_{N-1}, x_{N-1}$. By Lemma 15.2, the worst case cost function \((15.20)\) can be computed via mp-MILP, and, from Theorem 6.10 we know that $J_{N-1}(u_{N-1}, x_{N-1})$ is a piecewise affine function. Then, since constraints \((15.51)\) are linear with respect to $w_{N-1}^a$ for each $u_{N-1}, x_{N-1}$, we can apply Corollary 15.1 and Remark 15.5 by solving LPs of the form \((10.54)\). Then, by Lemma 15.2, the optimal cost $J_{N-1}^*(x_{N-1})$ of the minimization problem...
(15.14) is again computable via mp-MILP, and by Theorem 6.10 it is a piecewise affine function of $x_{N-1}$. By virtue of Theorem 6.10, $X_{N-1}$ is a (possibly non-convex) polyhedral set and therefore the above maximization and minimization procedures can be iterated to compute the solution (15.49) to the CROC-CL problem.

\section*{15.5 Parametrizations of the Control Policies}

From the previous sections it is clear that CROC-OL (15.5)–(15.11) is conservative since we are optimizing an open-loop control sequence that has to cope with all possible future disturbance realizations, without taking future measurements into account. The CROC-CL (15.14)–(15.16) formulation overcomes this issue but it can quickly lead to a problem so large that it becomes intractable.

This section presents an alternative approach which introduces feedback in the system and, in some cases, can be more efficient than CROC-CL. The idea is to parameterize the control sequence in the state vector and optimize over these parameters. The approach is described next for systems with additive uncertainties.

Consider the worst case cost function as

\[ J_0(x(0), U_0) = \max_{w_0^a, \ldots, w_{N-1}^a} p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k) \]

subject to

\[ \begin{cases} \begin{align*} x_{k+1} &= A x_k + B u_k + E w_k^a \\ w_k^a &\in W^a \\ k &= 0, \ldots, N-1 \end{align*} \end{cases} \]

where $N$ is the time horizon and $U_0 = [u_0, \ldots, u_{N-1}]' \in \mathbb{R}^s$, $s = mN$ the vector of the input sequence. Consider the robust optimal control problem

\[ J_0^*(x_0) = \min_{U_0} J_0(x_0, U_0) \]

subject to

\[ \begin{cases} \begin{align*} x_k &\in X \\ u_k &\in U \\ x_{k+1} &= A x_k + B u_k + E w_k^a \\ x_N &\in X_f \\ k &= 0, \ldots, N-1 \end{align*} \end{cases} \forall w_k^a \in W^a \forall k = 0, \ldots, N-1 \]

Consider the parametrization of the control sequence

\[ u_k = \sum_{i=0}^{k} L_{k,i} x_i + g_i, \quad k \in \{0, \ldots, N-1\} \]

with the compact notation:

\[ U_0 = L x + g, \]

where $x = [x'_0, x'_1, \ldots, x'_N]'$ and

\[ L = \begin{bmatrix} L_{0,0} & 0 & \cdots & 0 \\ \vdots & \ddots & \ddots & \vdots \\ L_{N-1,0} & \cdots & L_{N-1,N-1} & 0 \end{bmatrix}, \quad g = \begin{bmatrix} g_0 \\ \vdots \\ g_{N-1} \end{bmatrix} \]
where \(L \in \mathbb{R}^{mN \times nN}\) and \(g \in \mathbb{R}^{mN}\) are unknown feedback control gain and offset, respectively. With the parametrization (15.63) the robust control problem (15.60)-(15.62) becomes

\[
J^Lg_0(x(0), L, g) = \max_{w_0, \ldots, w_{N-1}} p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k)
\]

\[
\text{subj. to } \begin{cases}
  x_{k+1} = Ax_k + Bu_k + Ew_k^a \\
  w_k^a \in \mathcal{W}^a,
\end{cases} \quad \forall w_k^a \in \mathcal{W}^a
\]

\[
\quad u_k = \sum_{i=0}^{k} L_{k,i}x_i + g_i
\]

\[
k = 0, \ldots, N - 1
\]

(15.65)

\[
J^Lg_0^*(x_0) = \min_{L, g} J^Lg_0(x_0, L, g)
\]

\[
\text{subj. to } \begin{cases}
  x_k \in \mathcal{X}, \ u_k \in \mathcal{U}
\end{cases} \quad \forall u_k^a \in \mathcal{W}^a
\]

\[
x_{k+1} = Ax_k + Bu_k + Ew_k^a \\
\quad \forall k = 0, \ldots, N - 1.
\]

(15.66)

We denote with \(\mathcal{X}^Lg_0 \subseteq \mathcal{X}\) the set of states \(x_0\) for which the robust optimal control problem (15.66)-(15.67) is feasible, i.e.

\[
\mathcal{X}^Lg_0 = \{x_0 \in \mathbb{R}^n : \mathcal{P}^Lg_0(x_0) \neq \emptyset\}
\]

\[
\mathcal{P}^Lg_0(x_0) = \{L, g : x_k \in \mathcal{X}, \ u_k \in \mathcal{U}, \ k = 0, \ldots, N - 1, \ x_N \in \mathcal{X}_f
\]

\[
\quad \forall w_k^a \in \mathcal{W}^a, \ k = 0, \ldots, N - 1,
\]

\[
\quad \text{where } x_{k+1} = Ax_k + Bu_k + Ew_k^a, \ u_k = \sum_{i=0}^{k} L_{k,i}x_i + g_i\}
\]

(15.68)

Problem (15.65) looks for the worst value of the performance index \(J^Lg_0(x_0, L, g)\) and the corresponding worst sequences \(w^a^*\) as a function of \(x_0\) and the controller gain \(L\) and offset \(g\).

Problem (15.66)-(15.67) minimizes (over \(L\) and \(g\)) the worst performance subject to the constraint that the input sequence \(U_0 = Lx + g\) must be feasible for all possible disturbance realizations. Notice that formulation (15.65)-(15.67) is based on a closed-loop prediction. Unfortunately the set \(\mathcal{P}^Lg_0(x_0)\) is non-convex, in general [194]. Therefore, finding \(L\) and \(g\) for a given \(x_0\) may be difficult.

Consider now the parametrization of the control sequence in past disturbances

\[
u_k = \sum_{i=0}^{k-1} M_{k,i}u_i^a + v_i, \quad k \in \{0, \ldots, N - 1\},
\]

(15.69)

which can be compactly written as:

\[
U_0 = Mw^a + v
\]
The problem (15.69) can also be interpreted as a parametrization in the states. The advantages of using (15.69) are explained next.

With the parametrization (15.69) the robust control problem (15.60)-(15.62) becomes

\[
J_0^{M_v}(x_0, M, v) = \max_{w_0^a, \ldots, w_{N-1}^a} p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k)
\]

\[
\text{subj. to } \begin{cases} 
  x_{k+1} = Ax_k + Bu_k + Ew_k^a \\
  u_k = \sum_{i=0}^{k-1} M_{k,i}w_i^a + v_i \\
  k = 0, \ldots, N - 1
\end{cases}
\]

(15.71)

\[
J_0^{M_v^*}(x_0) = \min_{M, v} J_0^{M_v}(x_0, M, v)
\]

(15.72)

(15.73)

The problem (15.71)-(15.73) is now convex in the controller parameters \(M\) and \(v\). As solution we obtain \(u^*(0) = f_0(x(0)) = v_0(x(0))\).

We denote with \(\mathcal{X}^{M_v}_0 \subseteq \mathcal{X}\) the set of states \(x_0\) for which the robust optimal control problem (15.72)-(15.73) is feasible, i.e.

\[
\mathcal{X}^{M_v}_0 = \{ x_0 \in \mathbb{R}^n : \mathcal{P}^{M_v}_0(x_0) \neq \emptyset \}
\]

\[
\mathcal{P}^{M_v}_0(x_0) = \{ M, v : x_k \in \mathcal{X}^i, u_k \in \mathcal{U}, k = 0, \ldots, N - 1, x_N \in \mathcal{X}^f, \forall w_k^a \in \mathcal{W}^a, \forall k = 0, \ldots, N - 1, \text{ where } x_{k+1} = Ax_k + Bu_k + Ew_k^a, u_k = \sum_{i=0}^{k-1} M_{k,i}w_i^a + v_i \}.
\]

(15.74)

The following result has been proven in [130], the convexity property has also appeared in [194][Section 7.4].

Theorem 15.8 Consider the control parameterizations (15.63), (15.69) and the corresponding feasible sets \(\mathcal{X}^{L_g}_0\) in (15.68) and \(\mathcal{X}^{M_v}_0\) in (15.74). Then,

\[
\mathcal{X}^{L_g}_0 = \mathcal{X}^{M_v}_0
\]

and \(\mathcal{P}^{M_v}_0(x_0)\) is convex in \(M\) and \(v\).
Note that in general $X_{0}^{Mv}$ and $J_{0}^{Mv}(x_{0})$ are different from the corresponding CROC-CL solutions $X_{0}$ and $J_{0}^{Mv}(x_{0})$. In particular $X_{0}^{Mv} \subseteq X_{0}$ and $J_{0}^{Mv}(x_{0}) \geq J_{0}(x_{0})$.

Next we solve the problem in Example 15.2 by using the approach discussed in this section. The example will shed some light on how to compute the disturbance feedback gains by means of convex optimization.

**Example 15.3** Consider the system

$$x_{k+1} = x_{k} + u_{k} + w_{k} \quad (15.75)$$

where $x$, $u$ and $w$ are state, input and disturbance, respectively. Let $u_{k} \in [-1, 1]$ and $w_{k} \in [-1, 1]$ be the feasible input and disturbance. The objective for player $U$ is to play two moves in order to keep the state $x_{3}$ in the set $X_{f} = [-1, 1]$.

Rewrite the terminal constraint as

$$x_{3} = x_{0} + u_{0} + u_{1} + u_{2} + w_{0} + w_{1} + w_{2} \in [-1, 1]$$

$$\forall \ w_{0} \in [-1, 1], \ w_{1} \in [-1, 1], \ w_{2} \in [-1, 1]. \quad (15.76)$$

The control inputs $u$ are parameterized in past disturbances as in equation $(15.69)$

$$u_{0} = v_{0}$$
$$u_{1} = v_{1} + M_{1,0}w_{0}$$
$$u_{2} = v_{2} + M_{2,0}w_{0} + M_{2,1}w_{1}. \quad (15.77)$$

Input constraints and terminal constraint are rewritten as

$$x_{0} + v_{0} + v_{1} + v_{2} + (1 + M_{1,0} + M_{2,0})w_{0} + (1 + M_{2,1})w_{1} + w_{2} \in [-1, 1]$$

$$w_{0} = v_{0} \in [-1, 1]$$

$$u_{1} = v_{1} + M_{1,0}w_{0} \in [-1, 1]$$

$$u_{2} = v_{2} + M_{2,0}w_{0} + M_{2,1}w_{1} \in [-1, 1]$$

$$\forall \ w_{0} \in [-1, 1], \ w_{1} \in [-1, 1], \ w_{2} \in [-1, 1]. \quad (15.78)$$

There are two approaches to convert the infinite number of constraints $(15.78)$ into a set of finite number of constraint. The first approach has been already presented in this chapter and resorts to disturbance vertex enumeration. The second approach uses duality. We will present both approaches next.

• **Enumeration method**

Constraint $(15.78)$ are linear in $w_{0}, \ w_{1}$ and $w_{2}$ for fixed $v_{0}, \ v_{1}, \ v_{2}, \ M_{1,0}, \ M_{2,0}, \ M_{2,1}$. Therefore the worst case will occur at the extremes of the admissible disturbance realizations, i.e., $(1, 1, 1), \ (1, 1, -1), \ (-1, 1, 1), \ (-1, 1, -1), \ (1, -1, 1), \ (1, -1, -1), \ (-1, -1, 1), \ (-1, -1, -1)$. Therefore the constraints $(15.78)$ can
be rewritten as:

\[
x_0 + v_0 + v_1 + v_2 + (1 + M_{1,0} + M_{2,0}) + (1 + M_{2,1}) + 1 \in [-1, 1]
\]

\[
x_0 + v_0 + v_1 + v_2 + (1 + M_{1,0} + M_{2,0}) + (1 + M_{2,1}) - 1 \in [-1, 1]
\]

\[
x_0 + v_0 + v_1 + v_2 - (1 + M_{1,0} + M_{2,0}) + (1 + M_{2,1}) + 1 \in [-1, 1]
\]

\[
x_0 + v_0 + v_1 + v_2 - (1 + M_{1,0} + M_{2,0}) + (1 + M_{2,1}) - 1 \in [-1, 1]
\]

\[
x_0 + v_0 + v_1 + v_2 - (1 + M_{1,0} + M_{2,0}) - (1 + M_{2,1}) + 1 \in [-1, 1]
\]

\[
x_0 + v_0 + v_1 + v_2 - (1 + M_{1,0} + M_{2,0}) - (1 + M_{2,1}) - 1 \in [-1, 1]
\]

(15.79)

\[
u_0 = v_0 \in [-1, 1]
\]

\[
u_1 = v_1 + M_{1,0} \in [-1, 1]
\]

\[
u_2 = v_2 + M_{2,0} + M_{2,1} \in [-1, 1]
\]

\[
u_2 = v_2 + M_{2,0} \in [-1, 1]
\]

\[
u_2 = v_2 - M_{2,0} + M_{2,1} \in [-1, 1]
\]

\[
u_2 = v_2 - M_{2,0} - M_{2,1} \in [-1, 1].
\]

A feasible solution to (15.79) can be obtained by solving a linear optimization problem for a fixed initial condition \(x_0\). If we set \(x_0 = 0.8\), a feasible solution to (15.79) is

\[
v_0 = -0.8, \ v_1 = 0, \ v_2 = 0
\]

\[
M_{1,0} = -1, \ M_{2,0} = 0, \ M_{2,1} = -1
\]

(15.80)

which provides the controller

\[
u_0 = -0.8
\]

\[
u_1 = -w_0
\]

\[
u_2 = -w_1
\]

(15.81)

which corresponds to

\[
u_0 = -0.8
\]

\[
u_1 = -x_1
\]

\[
u_2 = -x_2.
\]

(15.82)

\[\bullet\] Duality method

Duality can be used to avoid vertex enumeration. Consider the first constraint in (15.78):

\[
x_0 + v_0 + v_1 + v_2 + (1 + M_{1,0} + M_{2,0})w_0 + (1 + M_{2,1})w_1 + w_2 \leq 1,
\]

\[\forall \ w_0 \in [-1, 1], \ \forall w_1 \in [-1, 1], \ \forall w_2 \in [-1, 1].\]

(15.83)

We want to replace it with the most stringent constraint, i.e.

\[
x_0 + v_0 + v_1 + v_2 + J^*(M_{1,0}, M_{2,0}, M_{2,1}) \leq 1
\]

(15.84)

where

\[J^*(M_{1,0}, M_{2,0}, M_{2,1}) = \max_{w_0, w_1, w_2} \quad (1 + M_{1,0} + M_{2,0})w_0 + (1 + M_{2,1})w_1 + w_2
\]

\[\text{subj to} \quad w_0 \in [-1, 1], w_1 \in [-1, 1], w_2 \in [-1, 1].\]

(15.85)

For fixed \(M_{1,0}, M_{2,0}, M_{2,1}\) the optimization problem in (15.85) is a linear program and can be replaced by its dual

\[
x_0 + v_0 + v_1 + v_2 + d^*(M_{1,0}, M_{2,0}, M_{2,1}) \leq 1
\]

(15.86)
where

\[
 \begin{aligned}
 d^*(M_{1,0}, M_{2,0}, M_{2,1}) &= \min_{\lambda^u, \lambda^l} \lambda^u + \lambda^u + \lambda^l + \lambda^l \\
 \text{subject to} & \quad 1 + M_{1,0} + M_{2,0} + \lambda^u_0 - \lambda^u_0 = 0 \\
 & \quad 1 + M_{2,1} + \lambda^l_1 - \lambda^u_1 = 0 \\
 & \quad 1 + \lambda^l_2 - \lambda^u_2 = 0 \\
 & \quad \lambda^u_i \geq 0, \ \lambda^l_i \geq 0, \ i = 0, 1, 2
 \end{aligned}
 \]

(15.87)

where \( \lambda^u_i \) and \( \lambda^l_i \) are the dual variables corresponding to the upper- and lower-
bounds of \( w_i \), respectively. From strong duality we know that for a given \( v_0, v_1, v_2, M_{1,0}, M_{2,0}, M_{2,1} \) problem (15.84)-(15.85) is feasible if and only if there
exists a set of \( \lambda^u_i \) and \( \lambda^l_i \) which together with \( v_0, v_1, v_2, M_{1,0}, M_{2,0}, M_{2,1} \) solves the system of equalities and inequalities

\[
 x_0 + v_0 + v_1 + v_2 + \lambda^u_0 + \lambda^u_1 + \lambda^u_2 + \lambda^l_0 + \lambda^l_1 + \lambda^l_2 \leq 1 \\
 1 + M_{1,0} + M_{2,0} + \lambda^u_0 - \lambda^u_0 = 0 \\
 1 + M_{2,1} + \lambda^l_1 - \lambda^u_1 = 0 \\
 1 + \lambda^l_2 - \lambda^u_2 = 0 \\
 \lambda^u_i \geq 0, \ \lambda^l_i \geq 0, \ i = 0, 1, 2.
\]

(15.88)

We have transformed an infinite dimensional set of constraints in (15.83) into a
finite dimensional set of linear constraints (15.88). By repeating the same
procedure for every constraint in (15.78) we obtain a set of linear constraints.
In particular,

\[
 x_0 + v_0 + v_1 + v_2 + (1 + M_{1,0} + M_{2,0})w_0 + (1 + M_{2,1})w_1 + w_2 \in [-1, 1] \\
 \forall w_0 \in [-1, 1], \ w_1 \in [-1, 1], \ w_2 \in [-1, 1]
\]

is transformed into

\[
 x_0 + v_0 + v_1 + v_2 + \lambda^u_0 + \lambda^u_1 + \lambda^u_2 + \lambda^l_0 + \lambda^l_1 + \lambda^l_2 \leq 1 \\
 -x_0 - v_0 - v_1 - v_2 + \mu^u_0 + \mu^u_1 + \mu^u_2 + \mu_0 + \mu_1 + \mu_2 \leq 1 \\
 1 + M_{1,0} + M_{2,0} + \lambda^u_0 - \lambda^u_0 = 0 \\
 1 + M_{2,1} + \lambda^l_1 - \lambda^u_1 = 0 \\
 1 + \lambda^l_2 - \lambda^u_2 = 0 \\
 -1 - M_{1,0} - M_{2,0} + \mu^u_0 - \mu^u_0 = 0 \\
 -1 - M_{2,1} + \mu^u_1 - \mu^u_2 = 0 \\
 -1 - \mu^u_2 - \mu^u_2 = 0 \\
 \lambda^u_i, \ \lambda^l_i, \ \mu^u_i, \ \mu^l_i \geq 0, \ i = 0, 1, 2,
\]

(15.89)

and

\[
 u_1 = v_1 + M_{1,0}w_0 \in [-1, 1] \\
 \forall w_0 \in [-1, 1], \ u_1 \in [-1, 1], \ w_2 \in [-1, 1]
\]

is transformed into

\[
 v_1 + \nu^u_0 + \nu^u_0 \leq 1 \\
 -v_1 + \kappa^u_0 + \kappa^u_0 \leq 1 \\
 M_{1,0} + \nu^u_1 - \nu^u_0 = 0 \\
 -M_{1,0} + \kappa^u_1 - \kappa^u_0 = 0 \\
 \kappa^u_0, \ \kappa^u_0, \ \nu^u_0, \ \nu^u_0 \geq 0,
\]

(15.90)

and

\[
 u_2 = v_2 + M_{2,0}w_0 + M_{2,1}w_1 \in [-1, 1] \\
 \forall w_0 \in [-1, 1], \ u_1 \in [-1, 1], \ w_2 \in [-1, 1]
\]
is transformed into
\begin{align}
  v_2 + \rho_0^u + \rho_1^u + \rho_0^l + \rho_1^l &\leq 1 \\
  -v_2 + \pi_0^u + \pi_1^u + \pi_0^l + \pi_1^l &\leq 1 \\
  M_{2,0} + \rho_0^u - \rho_0^l & = 0 \\
  M_{2,1} + \rho_1^u - \rho_1^l & = 0 \\
  -M_{2,0} + \pi_0^u - \pi_0^l & = 0 \\
  -M_{2,1} + \pi_1^u - \pi_1^l & = 0 \\
  \rho_i^u, \rho_i^l, \pi_i^u, \pi_i^l & \geq 0, \quad i = 0, 1
\end{align}
(15.91)
and the constraint
\[
  u_0 = v_0 \in [-1, 1]
\]
remains unchanged. The solution to the set of linear of equalities and inequalities (15.89)-(15.92) for a given \( x_0 \) provides the solution to our problem.

### 15.6 Example

**Example 15.4** Consider the problem of robustly regulating to the origin the system
\[
x(t + 1) = \begin{bmatrix}
1 & 0.1 \\
-0.2 & 1
\end{bmatrix} x(t) + \begin{bmatrix}
-0.5 \\
1
\end{bmatrix} u(t) + w^a(t)
\]
subject to the input constraints
\[
  \mathcal{U} = \{ u \in \mathbb{R} : -3 \leq u \leq 1 \}
\]
and the state constraints
\[
  \mathcal{X} = \{ x \in \mathbb{R}^2 : -10 \leq x_k \leq 10, \quad k = 0, \ldots, 3 \}.
\]
The two-dimensional disturbance \( w^a \) is restricted to the set \( \mathcal{W}^a = \{ v : \| w^a \|_\infty \leq 2 \} \).
We use the cost function
\[
  \|Px_N\|_\infty + \sum_{k=0}^{N-1} (\|Qx_k\|_\infty + |Ru_k|)
\]
with \( N = 3, P = Q = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, R = 1.8 \) and we set \( \mathcal{X}_f = \mathcal{X} \).
We compute three robust controllers \( CROC-OL, CROC-CL \) and \( CROC \) with disturbance feedback parametrization.

**CROC-OL.** The min-max state feedback control law \( u^*(k) = f^0_{OL}(x(0)), k = 1, \ldots, N-1 \) is obtained by solving the CROC-OL (15.8), (15.9), (15.11). The polyhedral partition corresponding to \( u^*(0) \) consists of 64 regions and it is depicted in Figure 15.2(a).

**CROC-CL.** The min-max state feedback control law \( u^*(k) = f^0_{CL}(x(k)), k = 1, \ldots, N-1 \) obtained by solving problem (15.14)-(15.16), (15.20), (15.21) using the approach of Theorem 15.5. The resulting polyhedral partition for \( k = 0 \) consists of 14 regions and is depicted in Figure 15.2(b).

**CROC-Parameterized.** The min-max state feedback control law \( u^*(k) = f^0_{par}(x(0)), k = 1, \ldots, N-1 \) obtained by solving problem (15.71)-(15.73) using the approach described
in Example 15.3. The resulting polyhedral partition for $k = 0$ consists of 136 regions and is depicted in Figure 15.3(a). Figure 15.3(b) shows the set of feasible initial states $X_0^{OL}$, $X_0$ and $X_0^{Mv}$ corresponding to the controllers CROC-OL, CROC-CL and CROC-Parameterized, respectively.

(a) Example 15.4. Solution to the CROC-OL problem. Polyhedral partition of the state space.

(b) Example 15.4. Solution to the CROC-CL problem. Polyhedral partition of the state space.

**Figure 15.2** Example 15.4. Polyhedral partition of the state space corresponding to the explicit solution of CROC-OL and CROC-CL at time $t = 0$.

(a) Example 15.4. Solution to the CROC-Parametrized problem. Polyhedral partition of the state space.

(b) Example 15.4. Sets $X_0^{OL}$ (dashed line), $X_0$ (continuous line) and $X_0^{Mv}$ (continuous line).

**Figure 15.3** Example 15.4. (a) Polyhedral partition of the state space corresponding to the explicit solution of CROC-Parametrized at time $t = 0$. (b) Sets $X_0^{OL}$, $X_0$ and $X_0^{Mv}$ corresponding to the controllers CROC-OL, CROC-CL and CROC-Parameterized, respectively.
15.7 Robust Receding Horizon Control

A robust receding horizon controller for system (15.1)-(15.4) which enforces the constraints (15.2) at each time $t$ in spite of additive and parametric uncertainties can be obtained by setting

$$u(t) = f^*_0(x(t)),$$ (15.93)

where $f^*_0(x(0)) : \mathbb{R}^n \to \mathbb{R}^m$ is the solution to the CROC-OL or CROC-CL problems discussed in the previous sections.

If $f_0$ is computed by solving CROC-CL (15.14)-(15.17) (CROC-OL (15.11)), then the RHC law (15.93) is called a robust receding horizon controller with closed-loop (open-loop) predictions. The closed-loop system obtained by controlling (15.1)-(15.4) with the RHC (15.93) is

$$x(k+1) = A(w_p)x(k) + B(w_p)f_0(x(k)) + Ew_a = f_{cl}(x(k), w_p, w_a), \quad k \geq 0 \quad (15.94)$$

If the CROC falls in one of the classes presented in Section 15.1.1 then from the theorems presented in this chapter we can immediately conclude that the robust RHC law (15.93) is piecewise affine and thus its on-line computation comprises a function evaluation.

As discussed in Chapter 12 convergence and persistent feasibility of the robust receding horizon controller are not guaranteed for nominal receding horizon controllers. In the robust RHC case it is desirable to obtain robust convergence to a set $\mathcal{O} \subseteq \mathcal{X}_f$ (rather than convergence to an equilibrium point) for all $\mathcal{X}_0$. In other words, the goal is to design a RHC control law which drives any feasible state in $\mathcal{X}_0$ into the set $\mathcal{O}$ for all admissible disturbances and keeps the states inside the set $\mathcal{O}$ for all future time and for all admissible disturbances. Clearly this is possible only if $\mathcal{O}$ is a robust control invariant set for system (15.1)-(15.4).

We define a distance of a point $x \in \mathbb{R}^n$ from a nonempty set $\mathcal{Y} \subset \mathbb{R}^n$ as:

$$d(x, \mathcal{Y}) = \inf_{y \in \mathcal{Y}} d(x, y)$$ (15.95)

The following theorem presents sufficient conditions for convergence and persistent feasibility in the robust case. It can be proven by using the arguments of Theorem 12.2. Slightly modified versions can be found with proof and further discussion in [247, p. 213–217, p. 618] and in [23, Section 7.6].

**Theorem 15.9** Consider system (15.1)-(15.4), the closed-loop RHC law (15.93) where $f_0(x)$ is obtained by solving the CROC-CL (15.14)-(15.16) with cost (15.20), (15.21) for $x(0) = x$ and the closed-loop system (15.94). Assume that

(A0) There exist constants $c_1, c_2, c_3, c_4 > 0$ such that

$$c_1 d(x, \mathcal{O}) \leq p(x) \leq c_2 d(x, \mathcal{O}) \quad \forall x \in \mathcal{X}_0 \quad (15.96)$$

$$c_3 d(x, \mathcal{O}) \leq q(x, u) \leq c_4 d(x, \mathcal{O}) \quad \forall (x, u) \in \mathcal{X}_0 \times \mathcal{U} \quad (15.97)$$

(A1) The sets $\mathcal{X}$, $\mathcal{X}_f$, $\mathcal{U}$, $\mathcal{W}^a$, $\mathcal{W}^p$ are compact.

(A2) $\mathcal{X}_f$ and $\mathcal{O}$ are robust control invariants, $\mathcal{O} \subseteq \mathcal{X}_f \subseteq \mathcal{X}$.
\[ (A3) \quad J^p(x) \leq 0 \forall x \in X_f \text{ where} \]
\[
J^p(x) = \min_{u \in U} \max_{w^a, w^p} p(x^+) - p(x) + q(x, u)
\]
subj. to \[
\begin{aligned}
w^a &\in W^a, \quad w^p \in W^p \\
x^+ &= A(w^p)x + B(w^p)u + Ew^a
\end{aligned}
\] (15.98)

Then, for all \( x \in X_0 \), \( \lim_{k \to \infty} d(x(k), O) = 0 \).

Compare Theorem 15.9 with the nominal MPC stability results in Theorem 12.2.

- Assumption (A0) characterizes stage cost \( q(x, u) \) and terminal cost \( p(x) \) in both the nominal and the robust case. In the robust case \( q \) and \( p \) need to be zero in \( O \), positive and finitely determined outside \( O \) and continuous on the border of \( O \). Assumption (A0) of Theorem 15.9 guarantees these properties. Note that this cannot be obtained, for instance, with the cost \((15.22)\) in \((15.8)\).

- Assumption (A1) characterizes the initial sets in both the nominal and the robust case. Notice that the compactness of \( W^a \) and \( W^p \) is required to have a finite cost in the inner maximization problem. In unconstrained min-max problems often the stage cost is augmented with the term \(-\rho^2\|w\|\) to have a well defined maximization problem [247][Sec. 3.3.3].

- Assumption (A2) characterizes the terminal set in both the nominal and the robust case. Recall that, as discussed earlier, the set \( O \) takes the role of the origin for the nominal case. The set \( O \) must also be a robust invariant.

- Assumption (A3) characterizes the terminal cost in both the nominal and the robust case. The minimization problem in the nominal cases is replaced by the min-max problem in the robust case. Robust control invariance of the set \( X_f \) in assumption (A2) of Theorem 15.9 implies that problem \((15.98)\) in assumption (A3) is always feasible.

Remark 15.10 Robust control invariance of the set \( O \) in assumption (A2) of Theorem 15.9 is also implicitly guaranteed by assumption (A3) as shown next.

Because of assumption (A0), assumption (A3) in \( O \) becomes
\[ \min_u \max_{w^a, w^p} (p(A(w^p)x + B(w^p)u + Ew^a) \leq 0 \quad \forall x \in O. \]

From assumption (A4), this can be verified only if it is equal to zero, i.e., if there exists a \( u \in U \) such that \( A(w^p)x + B(w^p)u + Ew^a \in O \) for all \( w^a \in W^a \ w^p \in W^p \) (since \( O \) is the only place where \( p(x) \) can be zero). This implies the robust control invariance of \( O \).

15.8 Literature Review

An extensive treatment of robust invariant sets can be found in [57, 58, 51, 59]. The proof to Theorem 10.2 can be found in [172, 100] For the derivation of the algo-
Min-max robust constrained optimal control was originally proposed by Witsenhausen [289]. In the context of robust MPC, the problem was tackled by Campo and Morari [78], and further developed in [5] for SISO FIR plants. Kothare et al. [180] optimize robust performance for polytopic/multi-model and linear fractional uncertainty, Scokaert and Mayne [259] for additive disturbances, and Lee and Yu [189] for linear time-varying and time-invariant state space models depending on a vector of parameters $\theta \in \Theta$, where $\Theta$ is either an ellipsoid or a polyhedron. Other suboptimal CROC-Ci strategies have been proposed in [180, 29, 181]. For stability and feasibility of the robust RHC (15.1), (15.93) we refer the reader to [43, 197, 204, 23].

The idea of the parametrization (15.69) appears in the work of Gartska & Wets in 1974 in the context of stochastic optimization [119]. Recently, it re-appeared in robust optimization work by Guslitzer and Ben-Tal [136, 46], and in the context of robust MPC in the work of van Hessem & Bosgra, Löfberg and Goulart & Kerrigan [281, 194, 130].
Part V

Constrained Optimal Control of Hybrid Systems
Chapter 16

Models of Hybrid Systems

Hybrid systems describe the dynamical interaction between continuous and discrete signals in one common framework (see Figure 16.1). In this chapter we focus our attention on mathematical models of hybrid systems that are particularly suitable for solving finite time constrained optimal control problems.

16.1 Models of Hybrid Systems

The mathematical model of a dynamical system is traditionally expressed through differential or difference equations, typically derived from physical laws governing the dynamics of the system under consideration. Consequently, most of the control theory and tools address models describing the evolution of real-valued signals according to smooth linear or nonlinear state transition functions, typically differential or difference equations. In many applications, however, the system to be controlled also contains discrete-valued signals satisfying Boolean relations, if-then-else conditions, on/off conditions, etc., that also involve the real-valued signals. An example would be an on/off alarm signal triggered by an analog variable exceeding a given threshold. Hybrid systems describe in a common framework the dynamics of real-valued variables, the dynamics of discrete variables, and their interaction.

In this chapter we will focus on discrete-time hybrid systems, which we will call discrete hybrid automata (DHA), whose continuous dynamics is described by linear difference equations and whose discrete dynamics is described by finite state machines, both synchronized by the same clock [276]. A particular case of DHA is the class of piecewise affine (PWA) systems [266]. Essentially, PWA systems are switched affine systems whose mode depends on the current location of the state vector, as depicted in Figure 16.2. PWA and DHA systems can be translated into a form, denoted as mixed logical dynamical (MLD) form, that is more suitable for solving optimization problems. In particular, complex finite time hybrid dynamical optimization problems can be recast into mixed-integer linear or quadratic programs as will be shown in Chapter 17.

In Section 16.7 we will introduce the tool HYSDEL (HYbrid Systems DEscrip-
tion Language), a high level language for modeling and simulating DHA. Therefore, DHA will represent for us the starting point for modeling hybrid systems. We will show that DHA, PWA, and MLD systems are equivalent model classes, and in particular that DHA systems can be converted to an equivalent PWA or MLD form for solving optimal control problems.

After introducing PWA systems, we will go through the steps needed for modeling a system as a DHA. We will first detail the process of translating propositional logic involving Boolean variables and linear threshold events over continuous variables into mixed-integer linear inequalities, generalizing several results available in the literature, in order to get an equivalent MLD form of a DHA system. Finally, we will briefly present the tool HYSDEL that allows to describe the DHA in a textual form and to obtain equivalent MLD and PWA representations in MATLAB®.

### 16.2 Piecewise Affine Systems

Piecewise Affine (PWA) systems [266, 145] are defined by partitioning the space of states and inputs into polyhedral regions (cf. Figure 16.2) and associating with each region different affine state-update and output equations:

\[
\begin{align*}
    x(t+1) &= A^{i(t)}x(t) + B^{i(t)}u(t) + f^{i(t)} \\
    y(t) &= C^{i(t)}x(t) + D^{i(t)}u(t) + g^{i(t)} \\
    H^{i(t)}x(t) + J^{i(t)}u(t) &\leq K^{i(t)}
\end{align*}
\]  

(16.1a) (16.1b) (16.1c)

![Figure 16.1 Hybrid systems. Logic-based discrete dynamics and continuous dynamics interact through events and mode switches](image)
where $x(t) \in \mathbb{R}^n$ is the state vector at time $t \in T$ and $T = \{0, 1, \ldots\}$ is the set of nonnegative integers, $u(t) \in \mathbb{R}^m$ is the input vector, $y(t) \in \mathbb{R}^p$ is the output vector, $i(t) \in \mathcal{I} = \{1, \ldots, s\}$ is the current mode of the system, the matrices $A_i(t)$, $B_i(t)$, $f_i(t)$, $D_i(t)$, $g_i(t)$, $H_i(t)$, $J_i(t)$, $K_i(t)$ are constant and have suitable dimensions, and the inequalities in (16.1c) should be interpreted component-wise. Each linear inequality in (16.1c) defines a half-space in $\mathbb{R}^n$ and a corresponding hyperplane, that will be referred to as guardline. Each vector inequality (16.1c) defines a polyhedron $C_i = \{[x, u] \in \mathbb{R}^{n+m} : H^i x + J^i u \leq K^i\}$ in the state+input space $\mathbb{R}^{n+m}$ that will be referred to as cell, and the union of such polyhedral cells as partition. We assume that $C_i$ are full-dimensional sets of $\mathbb{R}^{n+m}$, for all $i = 1, \ldots, s$.

A PWA system is called well-posed if it satisfies the following property [40]:

**Definition 16.1** Let $P$ be a PWA system of the form (16.1) and let $C = \bigcup_{i=1}^s C_i \subseteq \mathbb{R}^{n+m}$ be the polyhedral partition associated with it. System $P$ is called well-posed if for all pairs $(x(t), u(t)) \in C$ there exists only one index $i(t)$ satisfying (16.1).

Definition 16.1 implies that $x(t+1)$, $y(t)$ are single-valued functions of $x(t)$ and $u(t)$, and therefore that state and output trajectories are uniquely determined by the initial state and input trajectory. A relaxation of definition 16.1 is to let polyhedral cells $C_i$ share one or more hyperplanes. In this case the index $i(t)$ is not uniquely defined, and therefore the PWA system is not well-posed. However, if the mappings $(x(t), u(t)) \rightarrow x(t+1)$ and $(x(t), u(t)) \rightarrow y(t)$ are continuous across the guardlines that are facets of two or more cells (and, therefore, they are continuous on their domain of definition), such mappings are still single valued.
16.2.1 Modeling Discontinuities

Discontinuous dynamical behaviors can be modeled by disconnecting the domain. For instance, the state-update equation

\[
x(t + 1) = \begin{cases} \frac{1}{2}x(t) + 1 & \text{if } x(t) \leq 0 \\ 0 & \text{if } x(t) > 0 \end{cases}
\]

is discontinuous across \( x = 0 \). It can be modeled as

\[
x(t + 1) = \begin{cases} \frac{1}{2}x(t) + 1 & \text{if } x(t) \leq 0 \\ 0 & \text{if } x(t) \geq \epsilon \end{cases}
\]

where \( \epsilon > 0 \) is an arbitrarily small number, for instance the machine precision. Clearly, system (16.2a) is not defined for \( 0 < x(t) < \epsilon \), i.e., for the values of the state that cannot be represented in the machine. However, the trajectories produced by (16.2a) and (16.2b) are identical as long as \( x(t) > \epsilon \) or \( x(t) \leq 0 \), \( \forall t \in \mathbb{N} \).

As remarked above, multiple definitions of the state-update and output functions over common boundaries of sets \( C_i \) is a technical issue that arises only when the PWA mapping is discontinuous. Rather than disconnecting the domain, another way of dealing with discontinuous PWA mappings is to allow strict inequalities in the definition of the polyhedral cells in (16.1), or by dealing with open polyhedra and boundaries separately as in [266]. We prefer to assume that in the definition of the PWA dynamics (16.1) the polyhedral cells \( C_i(t) \) are closed sets.

As will be clear in the next chapter, the closed-polyhedra description is mainly motivated by the fact that numerical solvers cannot handle open sets.

**Example 16.1**

The following PWA system

\[
\begin{align*}
x(t + 1) &= 0.8 \begin{bmatrix} \cos \alpha(t) & -\sin \alpha(t) \\ \sin \alpha(t) & \cos \alpha(t) \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} 0 \\ 1 \end{bmatrix} x(t) \\
\alpha(t) &= \begin{cases} \frac{\pi}{3} & \text{if } \begin{bmatrix} 1 \\ 0 \end{bmatrix} x(t) \geq 0 \\ -\frac{\pi}{3} & \text{if } \begin{bmatrix} 1 \\ 0 \end{bmatrix} x(t) < 0 \end{cases}
\end{align*}
\]

is discontinuous at \( x = \begin{bmatrix} 0 \\ x_2 \end{bmatrix}, \forall x_2 \neq 0 \). It can be described in form (16.1) as

\[
\begin{align*}
x(t + 1) &= 0.4 \begin{bmatrix} 1 & -\sqrt{3} \\ \sqrt{3} & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) & \text{if } \begin{bmatrix} 1 \\ 0 \end{bmatrix} x(t) \geq 0 \\
y(t) &= 0.4 \begin{bmatrix} 1 & \sqrt{3} \\ -\sqrt{3} & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} u(t) & \text{if } \begin{bmatrix} 1 \\ 0 \end{bmatrix} x(t) \leq -\epsilon
\end{align*}
\]

for all \( x_1 \in (\infty, -\epsilon] \cup [0, +\infty), x_2 \in \mathbb{R}, u \in \mathbb{R}, \) and \( \epsilon > 0 \).

Figure 16.3 shows the free response of the systems (open-loop simulation of the system for a constant input \( u = 0 \)) starting from the initial condition \( x(0) = \begin{bmatrix} 1 \\ 0 \end{bmatrix} \) with sampling time equal to 0.5s and \( \epsilon = 10^{-6} \).
In case the partition $C$ does not cover the whole space $\mathbb{R}^{n+m}$, well-posedness does not imply that trajectories are persistent, i.e., that for all $t \in \mathbb{N}$ a successor state $x(t + 1)$ and an output $y(t)$ are defined. A typical case of $C \neq \mathbb{R}^{n+m}$ is when we are dealing with bounded inputs and bounded states $u_{\text{min}} \leq u(t) \leq u_{\text{max}}$, $x_{\text{min}} \leq x(t) \leq x_{\text{max}}$. By embedding such ranges in the inequalities (16.1c), the system becomes undefined outside the bounds, as no index $i$ exists that satisfies any set of inequalities (16.1c).

As will be clearer in the next chapter, when model (16.1) is used in an optimal control formulation, any input sequence and initial state that are feasible for the related optimization problem automatically define unique trajectories over the whole optimal control horizon.

PWA systems can model a large number of physical processes, as they can model static nonlinearities through a piecewise affine approximation, or approximate nonlinear dynamics via multiple linearizations at different operating points. Moreover, tools exist for obtaining piecewise affine approximations automatically (see Section 16.8).

When the mode $i(t)$ is an exogenous variable, condition (16.1c) disappears and we refer to (16.1) as a switched affine system (SAS), see Section 16.3.1.

### 16.2.2 Binary States, Inputs, and Outputs

When dealing with hybrid systems, quite often one encounters some signals that can only assume a binary value, namely either 0 or 1. In the most general form, let us assume that the state vector $x = [x_c^T \ x_\ell^T]$ where $x_c \in \mathbb{R}^{n_c}$ are the continuous states, $x_\ell \in \mathbb{R}^{n_\ell}$ are the binary states, and $n = n_c + n_\ell$. Similarly, let $y \in \mathbb{R}^{p_c} \times \{0, 1\}^{p_\ell}$, $p = p_c + p_\ell$, $u \in \mathbb{R}^{m_c} \times \{0, 1\}^{m_\ell}$, $m = m_c + m_\ell$. By defining a polyhedral partition \( \{C_i\}_{i=0}^{s-1} \) of the sets of state and input space $\mathbb{R}^{n+m}$, for any $x_\ell \in \{0, 1\}$ and $u_\ell \in \{0, 1\}$ a sufficient condition for the PWA system (16.1) to be well posed is that the rows and columns of matrices $A^i$, $B^i$, $C^i$, $D^i$ corresponding to binary states and binary outputs are zero and that the corresponding rows of matrices $f^i$, $g^i$ are either 0 or 1, i.e., that the binary state update and output equations are binary piecewise constant functions.

In the following sections we will treat 0-1 binary variables both as numbers.
(over which arithmetic operations are defined) and as Boolean variables (over which
Boolean functions are defined, see Section 16.3.3). The variable type will be clear
from the context.

As an example, it is easy to verify that the hybrid dynamical system

\[
x_c(t+1) = 2x_c(t) + u_c(t) - 3u_\ell(t) \quad (16.5a)
\]
\[
x_\ell(t+1) = x_\ell(t) \land u_\ell(t) \quad (16.5b)
\]

where “\( \land \)” represents the logic operator “and”, can be represented in the PWA
form

\[
\begin{bmatrix}
x_c \\
x_\ell
\end{bmatrix}(t+1) = \begin{cases}
2x_c(t) + u_c(t) \\
2x_c(t) + u_c(t) - 3
\end{cases}
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
x_\ell \leq \frac{1}{2}, u_\ell \leq \frac{1}{2} \\
x_\ell \leq \frac{1}{2}, u_\ell \geq \frac{1}{2} + \epsilon
\end{cases}
\begin{cases}
2x_c(t) + u_c(t) \\
2x_c(t) + u_c(t) - 3
\end{cases}
\begin{bmatrix}
0 \\
0
\end{bmatrix}
\begin{bmatrix}
x_\ell \geq \frac{1}{2} + \epsilon, u_\ell \leq \frac{1}{2} \\
x_\ell \geq \frac{1}{2} + \epsilon, u_\ell \geq \frac{1}{2} + \epsilon
\end{cases}
\]

by associating \( x_\ell = 0 \) with \( x_\ell \leq \frac{1}{2} \) and \( x_\ell = 1 \) with \( x_\ell \geq \frac{1}{2} + \epsilon \) for any \( 0 < \epsilon \leq \frac{1}{2} \).

Note that, by assuming \( x_\ell(0) \in \{0,1\} \) and \( u_\ell(t) \in \{0,1\} \) for all \( t \in \mathbb{T} \), \( x_\ell(t) \) will be
in \( \{0,1\} \) for all \( t \in \mathbb{T} \).

**Example 16.2** Consider the spring-mass-damper system

\[
M \ddot{x}_2 = u_1 - k(x_1) - b(u_2)x_2
\]

where \( x_1 \) and \( x_2 = \dot{x}_1 \) denote the position and the velocity of the mass, respectively,
and \( u_1 \) a continuous force input. The binary input \( u_2 \) switches the friction coefficient

\[
b(u_2) = \begin{cases}
b_1 & \text{if } u_2 = 1 \\
b_2 & \text{if } u_2 = 0.
\end{cases}
\]

The spring coefficient switches to a different value at position \( x_m \)

\[
k(x_1) = \begin{cases}
k_1x_1 + d_1 & \text{if } x_1 \leq x_m \\
k_2x_1 + d_2 & \text{if } x_1 > x_m.
\end{cases}
\]

Assume the system description is valid for \(-5 \leq x_1, x_2 \leq 5\), and \(-10 \leq u_1 \leq 10\).

The system has four modes, depending on the binary input \( u_2 \) and the position \( x_1 \).

Assuming that the system parameters are \( M = 1, b_1 = 1, b_2 = 50, k_1 = 1, k_2 = 3, \\
d_1 = 1, d_2 = 7.5, x_m = 1 \), after discretizing the dynamics in each mode with a
sampling time of 0.5 time units we obtain the following discrete-time PWA system
16.2 Piecewise Affine Systems

\[ x(t+1) = \begin{cases} 
[0.8956, 0.0198, -0.0004] x(t) + [0.1044, 0.0198] u_1(t) + [-0.0096, -0.0198] 
& \text{Mode 1 if } x_1(t) \leq 1, u_2(t) \leq 0.5 \\
[0.8956, 0.0195, -0.0001] x(t) + [0.1044, 0.0195] u_1(t) + [-0.0711, -0.1459] 
& \text{Mode 2 if } x_1(t) \geq 1 + \epsilon, u_2(t) \leq 0.5 \\
[0.8956, 0.3773, -0.7773, 0.5182] x(t) + [0.1044, 0.3773] u_1(t) + [-0.1044, -0.3773] 
& \text{Mode 3 if } x_1(t) \leq 1, u_2(t) \geq 0.5 \\
[0.8956, 0.3463, -1.0389, 0.3529] x(t) + [0.1044, 0.3463] u_1(t) + [-0.7519, -2.9572] 
& \text{Mode 4 if } x(t) \geq 1 + \epsilon, u_2(t) \geq 0.5 
\end{cases} \]

for \( x_1(t) \in [-5, 1] \cup [1 + \epsilon, 5], x_2(t) \in [-5, 5], u_1(t) \in [-10, 10], \) and for any arbitrary small \( \epsilon > 0. \)

Figure 16.4 shows the open-loop simulation of the system for a constant continuous input \( u_1 = 3, \) starting from zero initial conditions and for \( \epsilon = 10^{-6}. \)

Example 16.3 Consider the following SISO system:

\[ x_1(t + 1) = ax_1(t) + bu(t). \] (16.7)

A logic state \( x_2 \in \{0, 1\} \) stores the information whether the state of system (16.7) has ever gone below a certain lower bound \( x_{lb} \) or not:

\[ x_2(t + 1) = x_2(t) \bigvee [x_1(t) \leq x_{lb}]. \] (16.8)

Assume that the input coefficient is a function of the logic state:

\[ b = \begin{cases} 
  b_1 & \text{if } x_2 = 0 \\
  b_2 & \text{if } x_2 = 1 
\end{cases} \] (16.9)
The system can be described by the PWA model:

\[
x(t+1) = \begin{cases} 
  \begin{bmatrix} a & 0 \\ 0 & 0 \end{bmatrix} x(t) + \begin{bmatrix} b_2 \\ 0 \end{bmatrix} u(t) + \begin{bmatrix} 0 \\ 1 \end{bmatrix} & \text{if } \begin{bmatrix} 1 & 0 \end{bmatrix} x(t) \leq x_{lb} \\
  \begin{bmatrix} a & 0 \\ 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} b_1 \\ 0 \end{bmatrix} u(t) & \text{if } \begin{bmatrix} 1 & 0 \end{bmatrix} x(t) \geq \begin{bmatrix} x_{lb} + \epsilon \\ -0.5 \end{bmatrix} \\
  \begin{bmatrix} a & 0 \\ 0 & 1 \end{bmatrix} x(t) + \begin{bmatrix} b_2 \\ 0 \end{bmatrix} u(t) & \text{if } x(t) \geq \begin{bmatrix} x_{lb} + \epsilon \\ 0.5 \end{bmatrix} 
\end{cases}
\]

(16.10)

for \(u(t) \in \mathbb{R}, x_1(t) \in (-\infty, x_{lb}) \cup [x_{lb} + \epsilon, +\infty), x_2 \in \{0, 1\}\), and for any \(\epsilon > 0\).

Figure 16.5 shows two open-loop simulations of the system, for \(a = 0.5, b_1 = 0.1, b_2 = 0.3, x_{lb} = -1, \epsilon = 10^{-6}\). The initial conditions is \(x(0) = [1, 0]\). Note that when the continuous state \(x_1(t)\) goes below \(x_{lb} = -1\) at time \(t\), then \(x_1(t+1)\) switches to 1 and the input has a stronger effect on the states from time \(t+2\) on. Indeed, the steady state of \(x_1\) is a function of the logic state \(x_2\).

### 16.3 Discrete Hybrid Automata

As shown in Fig. 16.6, a discrete hybrid automaton (DHA) is formed by generating the mode \(i(t)\) of a switched affine system through a mode selector function that depends on (i) the discrete state of a finite state machine, (ii) discrete events generated by the continuous variables of the switched affine system exceeding given linear thresholds (the guardlines), (iii) exogenous discrete inputs [270]. We will detail each of the four blocks in the next sections.
16.3 Discrete Hybrid Automata

A discrete hybrid automaton (DHA) is the connection of a finite state machine (FSM) and a switched affine system (SAS), through a mode selector (MS) and an event generator (EG). The output signals are omitted for clarity.

16.3.1 Switched Affine System (SAS)

A switched affine system is a collection of affine systems:

\[
\begin{align*}
    x_c(t+1) &= A^i(t)x_c(t) + B^i(t)u_c(t) + f^i(t) \\
    y_c(t) &= C^i(t)x_c(t) + D^i(t)u_c(t) + g^i(t)
\end{align*}
\]  

(16.11a, 16.11b)

where \( t \in T \) is the time indicator, \( x_c \in \mathbb{R}^{n_c} \) is the continuous state vector, \( u_c \in \mathbb{R}^{m_c} \) is the exogenous continuous input vector, \( y_c \in \mathbb{R}^{p_c} \) is the continuous output vector, \( \{A^i, B^i, f^i, C^i, D^i, g^i\}_{i \in I} \) is a collection of matrices of suitable dimensions, and the mode \( i(t) \in I = \{1, \ldots, s\} \) is an input signal that determines the affine state update dynamics at time \( t \). An SAS of the form (16.11) preserves the value of the state when a mode switch occurs, but it is possible to implement reset maps on an SAS as shown in [276].

16.3.2 Event Generator (EG)

An event generator is an object that generates a binary vector \( \delta_e(t) \in \{0, 1\}^{n_e} \) of event conditions according to the satisfaction of a linear (or affine) threshold condition. Let \( h : \mathbb{R}^{n_c} \times \mathbb{R}^{n_c} \to \{0, 1\}^{n_e} \) be a vector function defined as

\[
h_i(x_c, u_c) = \begin{cases} 
    1 & \text{if } H_i x_c + J_i u_c + K_i \leq 0 \\
    0 & \text{if } H_i x_c + J_i u_c + K_i > 0
\end{cases}
\]
where the lower index \( i \) denotes the \( i \)-th component of a vector or the \( i \)-th row of a matrix, and \( H, J, K \) are constant matrices of suitable dimensions. Then events are defined as
\[
\delta_e(t) = h(x_c(t), u_c(t)).
\]
(16.12)
In particular, state events are modeled as \([\delta_e(t) = 1] \leftrightarrow [a'x_c(t) \leq b]\). Note that time events can be modeled as in (16.12) by adding the continuous time as an additional continuous and autonomous state variable, \( \tau(t+1) = \tau(t) + T_s \), where \( T_s \) is the sampling time, and by letting \([\delta_e(t) = 1] \leftrightarrow [\tau \geq \tau_0]\), where \( \tau_0 \) is a given time. By doing so, the hybrid model can be written as a time-invariant one. Clearly the same approach can be used for time-varying events \( \delta_e(t) = h(x_c(t), u_c(t), t) \), by using time-varying event conditions \( h : \mathbb{R}^{n_c} \times \mathbb{R}^m \times \mathbb{T} \to \{0, 1\}^{n_e} \).

### 16.3.3 Boolean Algebra

Before we deal in detail with the other blocks constituting the DHA and introduce further notation, we recall some basic definitions of Boolean algebra. A more comprehensive treatment of Boolean calculus can be found in digital circuit design texts, e.g. [86, 142]. For a rigorous exposition see e.g. [208].

A variable \( \delta \) is a Boolean variable if \( \delta \in \{0, 1\} \), where \( \delta = 0 \) means something is false, \( \delta = 1 \) that it is true. A Boolean expression is obtained by combining Boolean variables through the logic operators \( \neg \) (not), \( \lor \) (or), \( \land \) (and), \( \rightarrow \) (implies), and \( \leftrightarrow \) (iff). A Boolean function \( f : \{0, 1\}^{n-1} \to \{0, 1\} \) is used to define a Boolean variable \( \delta_n \) as a logic function of other variables \( \delta_1, \ldots, \delta_{n-1} \):
\[
\delta_n = f(\delta_1, \delta_2, \ldots, \delta_{n-1}).
\]
(16.13)
Given \( n \) Boolean variables \( \delta_1, \ldots, \delta_n \), a Boolean formula \( F \) defines a relation
\[
F(\delta_1, \ldots, \delta_n)
\]
that must hold true. Every Boolean formula \( F(\delta_1, \delta_2, \ldots, \delta_n) \) can be rewritten in the conjunctive normal form (CNF)
\[
(CNF) \quad \bigwedge_{j=1}^{m} \left( \bigvee_{i \in P_j} \delta_i \right) \bigvee \left( \bigvee_{i \in N_j} \sim \delta_i \right)
\]
(16.15)
As mentioned in Section 16.2.2, often we will use the term binary variable and Boolean variable without distinction. An improper arithmetic operation over Boolean variables should be understood as an arithmetic operation over corresponding binary variables and, vice versa, an improper Boolean function of binary variables should be interpreted as the same function over the corresponding Boolean variables. Therefore, from now on we will call "binary" variables both 0-1 variables and Boolean variables.
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16.3.4 Finite State Machine (FSM)

A finite state machine (or automaton) is a discrete dynamic process that evolves according to a Boolean state update function:

\[ x_\ell(t + 1) = f_\ell(x_\ell(t), u_\ell(t), \delta_e(t)), \]

(16.16a)

where \( x_\ell \in \{0, 1\}^{n_\ell} \) is the binary state, \( u_\ell \in \{0, 1\}^{m_\ell} \) is the exogenous binary input, \( \delta_e(t) \) is the endogenous binary input coming from the EG, and \( f_\ell : \{0, 1\}^{n_\ell} \times \{0, 1\}^{m_\ell} \times \{0, 1\}^{n_e} \rightarrow \{0, 1\}^{n_\ell} \) is a deterministic Boolean function. In this text we will only refer to synchronous finite state machines, where the transitions may happen only at sampling times. The adjective synchronous will be omitted for brevity.

An FSM can be conveniently represented using an oriented graph. An FSM may also have an associated binary output

\[ y_\ell(t) = g_\ell(x_\ell(t), u_\ell(t), \delta_e(t)), \]

(16.16b)

where \( y_\ell \in \{0, 1\}^{p_\ell} \) and \( g_\ell : \{0, 1\}^{n_\ell} \times \{0, 1\}^{m_\ell} \times \{0, 1\}^{n_e} \rightarrow \{0, 1\}^{p_\ell} \).

**Example 16.4** Figure 16.7 shows a finite state machine where \( u_\ell = [u_{\ell 1}, u_{\ell 2}]' \) is the input vector, and \( \delta = [\delta_1 \ldots \delta_3]' \) is a vector of signals coming from the event generator. The Boolean state update function (also called state transition function) is:

\[
x_\ell(t + 1) = \begin{cases} 
\text{Red} & \text{if } ((x_\ell(t) = \text{Green}) \land \sim \delta_3) \lor ((x_\ell(t) = \text{Red}) \land \sim \delta_1), \\
\text{Green} & \text{if } ((x_\ell(t) = \text{Red}) \land \delta_1 \land u_{\ell 2}) \lor ((x_\ell(t) = \text{Blue}) \land \delta_2), \\
\text{Blue} & \text{if } ((x_\ell(t) = \text{Red}) \lor (\delta_1 \land \sim u_{\ell 2}) \lor ((x_\ell(t) = \text{Green}) \land (\delta_3 \land u_{\ell 1})), \\
& \lor ((x_\ell(t) = \text{Blue}) \land \sim \delta_2). 
\end{cases}
\]

(16.17)
By associating a binary vector \( x_t = [x^{(1)}_{t}, x^{(2)}_{t}, \ldots, x^{(n)}_{t}] \) to each state (Red = [0], Green = [1], and Blue = [ \frac{1}{2} ]), one can rewrite (16.17) as:
\[
\begin{align*}
  x_{t1}(t + 1) &= (\sim x_{t1} \land \sim x_{t2} \land x_{t1} \land \sim u_{t2}) \lor \n  (x_{t1} \land \sim x_{t2} \land x_{t1} \land u_{t2}) \lor \\
  x_{t2}(t + 1) &= (\sim x_{t1} \land \sim x_{t2} \land x_{t1} \land u_{t2}) \lor \n  (x_{t1} \land \sim x_{t2} \land x_{t1} \land \sim u_{t1}),
\end{align*}
\]
where the time index \((t)\) has been omitted for brevity.

Since the Boolean state update function is deterministic, for each state the conditions associated with all the outgoing arcs are mutually exclusive.

16.3.5 Mode Selector

In a DHA, the dynamic mode \( i(t) \in \mathcal{I} = \{1, \ldots, s\} \) of the SAS is a function of the binary state \( x_t(t) \), the binary input \( u_t(t) \), and the events \( \delta_c(t) \). With a slight abuse of notation, let us indicate the mode \( i(t) \) through its binary encoding, \( i(t) \in \{0, 1\}^{n_x} \) where \( n_s = \lceil \log_2 s \rceil \), so that \( i(t) \) can be treated as a vector of Boolean variables.

Any discrete variable \( \alpha \in \{\alpha_1, \ldots, \alpha_j\} \) admits a Boolean encoding \( a \in \{0, 1\}^{d(j)} \), where \( d(j) \) is the number of bits used to represent \( \alpha_1, \ldots, \alpha_j \). For example, \( \alpha \in \{0, 1, 2\} \) may be encoded as \( a \in \{0, 1\}^2 \) by associating \([0] \rightarrow 0, [1] \rightarrow 1, [\frac{1}{2}] \rightarrow 2\).

Then, we define the mode selector by the Boolean function \( f_M : \{0, 1\}^{n_x} \times \{0, 1\}^{m_u} \times \{0, 1\}^{n_x} \rightarrow \{0, 1\}^{n_x} \). The output of this function
\[
i(t) = \mu(x_t(t), u_t(t), \delta_c(t)) \quad (16.18)
\]
is called the active mode of the DHA at time \( t \). We say that a mode switch occurs at step \( t \) if \( i(t) \neq i(t - 1) \). Note that, in contrast to continuous-time hybrid models where switches can occur at any time, in our discrete-time setting, as mentioned earlier, a mode switch can only occur at sampling instants.

16.3.6 DHA Trajectories

For a given initial condition \( \begin{bmatrix} x^{(1)}(0) \\ x^{(2)}(0) \end{bmatrix} \in \mathbb{R}^{n_x} \times \{0, 1\}^{n_x} \), and inputs \( \begin{bmatrix} u^{(1)}(t) \\ u^{(2)}(t) \end{bmatrix} \in \mathbb{R}^{m_u} \times \{0, 1\}^{m_u} \), \( t \in \mathbb{T} \), the state \( x(t) \) of the system is computed for all \( t \in \mathbb{T} \) by recursively iterating the set of equations:
\[
\begin{align*}
  \delta_c(t) &= h(x_t(t), u_t(t), t) \quad (16.19a) \\
  i(t) &= \mu(x_t(t), u_t(t), \delta_c(t)) \quad (16.19b) \\
  y_c(t) &= C^{i(t)}x_t(t) + D^{i(t)}u_t(t) + g^{i(t)} \quad (16.19c) \\
  y_e(t) &= g_e(x_t(t), u_t(t), \delta_c(t)) \quad (16.19d) \\
  x_c(t + 1) &= A^{i(t)}x_t(t) + B^{i(t)}u_t(t) + f^{i(t)} \quad (16.19e) \\
  x_t(t + 1) &= f_t(x_t(t), u_t(t), \delta_c(t)). \quad (16.19f)
\end{align*}
\]
16.4 Logic and Mixed-Integer Inequalities

A definition of well-posedness of DHA can be given similarly to Definition 16.1 by requiring that the successor states $x_c(t + 1)$, $x_l(t + 1)$ and the outputs $y_c(t)$, $y_l(t)$ are uniquely defined functions of $x_c(t)$, $x_l(t)$, $u_c(t)$, $u_l(t)$ defined by the DHA equations (16.19).

DHA can be considered as a subclass of hybrid automata (HA) [7]. The main difference is in the time model: DHA are based on discrete time, HA on continuous time. Moreover DHA models do not allow instantaneous transitions, and are deterministic, contrary to HA where any enabled transition may occur in zero time. This has two consequences: (i) DHA do not admit live-locks (infinite switches in zero time), (ii) DHA do not admit Zeno behaviors (infinite switches in finite time). Finally, in DHA models, guards, reset maps and continuous dynamics are limited to linear (or affine) functions.

16.4 Logic and Mixed-Integer Inequalities

Despite the fact that DHA are rich in their expressiveness and are therefore quite suitable for modeling and simulating a wide class of hybrid dynamical systems, they are not directly suitable for solving optimal control problems, because of their heterogeneous discrete and continuous nature. In this section we want to describe how DHA can be translated into different hybrid models that are more suitable for optimization. We highlight the main techniques of the translation process, by generalizing several results that appeared in the literature [126, 244, 287, 213, 83, 42, 81, 277, 286, 219].

16.4.1 Transformation of Boolean Relations

Boolean formulas can be equivalently represented as integer linear inequalities. For instance, $\delta_1 \lor \delta_2 = 1$ is equivalent to $\delta_1 + \delta_2 \geq 1$ [287]. Some equivalences are reported in Table 16.1. The results of the table can be generalized as follows.

**Lemma 16.1** For every Boolean formula $F(\delta_1, \delta_2, \ldots, \delta_n)$ there exists a polyhedral set $P$ such that a set of binary values $\{\delta_1, \delta_2, \ldots, \delta_n\}$ satisfies the Boolean formula $F$ if and only if $\delta = [\delta_1 \ \delta_2 \ \ldots \ \delta_n]' \in P$.

**Proof:** Given a formula $F$, one way of constructing a polyhedron $P$ is to rewrite $F$ in the conjunctive normal form (16.15), and then simply define $P$ as

$$
P = \left\{ \delta \in \{0,1\}^n : \begin{array}{c}
1 \leq \sum_{i \in P_1} \delta_i + \sum_{i \in N_1} (1 - \delta_i) \\
\vdots \\
1 \leq \sum_{i \in P_m} \delta_i + \sum_{i \in N_m} (1 - \delta_i)
\end{array} \right\}. \tag{16.20}
$$

The smallest polyhedron $P$ associated with formula $F$ has the following geometric interpretation: Assume to list all the 0-1 combinations of $\delta_i$'s satisfying
<table>
<thead>
<tr>
<th>relation</th>
<th>Boolean</th>
<th>linear constraints</th>
</tr>
</thead>
<tbody>
<tr>
<td>AND</td>
<td>$\delta_1 \land \delta_2$</td>
<td>$\delta_1 = 1$, $\delta_2 = 1$ or $\delta_1 + \delta_2 \geq 2$</td>
</tr>
<tr>
<td>OR</td>
<td>$\delta_1 \lor \delta_2$</td>
<td>$\delta_1 + \delta_2 \geq 1$</td>
</tr>
<tr>
<td>NOT</td>
<td>$\sim \delta_1$</td>
<td>$\delta_1 = 0$</td>
</tr>
<tr>
<td>XOR</td>
<td>$\delta_1 \oplus \delta_2$</td>
<td>$\delta_1 + \delta_2 = 1$</td>
</tr>
<tr>
<td>IMPLY</td>
<td>$\delta_1 \rightarrow \delta_2$</td>
<td>$\delta_1 \leq \delta_2$</td>
</tr>
<tr>
<td>IFF</td>
<td>$\delta_1 \leftrightarrow \delta_2$</td>
<td>$\delta_1 = \delta_2$</td>
</tr>
<tr>
<td>ASSIGNMENT</td>
<td>$\delta_3 = \delta_1 \land \delta_2$</td>
<td>$\delta_1 + (1 - \delta_3) \geq 1$ $\delta_2 + (1 - \delta_3) \geq 1$ $(1 - \delta_1) + (1 - \delta_2) + \delta_3 \geq 1$</td>
</tr>
</tbody>
</table>

**Table 16.1** Basic conversion of Boolean relations into mixed-integer inequalities. Relations involving the inverted literals $\sim \delta$ can be obtained by substituting $(1 - \delta)$ for $\delta$ in the corresponding inequalities. More conversions are reported in [210], or can be derived from (16.15)–(16.20).

$F$ (namely, to generate the truth table of $F$), and think of each combination as an $n$-dimensional binary vector in $\mathbb{R}^n$, then $P$ is the convex hull of such vectors [83, 153, 211]. For methods to compute convex hulls, we refer the reader to [111].

### 16.4.2 Translating DHA Components into Linear Mixed-Integer Relations

Events of the form (16.12) can be expressed equivalently as

$$
\begin{align*}
    h^i(x_c(t), u_c(t), t) &\leq M^i(1 - \delta^i_e), \\
    h^i(x_c(t), u_c(t), t) &> m^i\delta^i_e, \quad i = 1, \ldots, n_c,
\end{align*}
$$

where $M^i, m^i$ are upper and lower bounds, respectively, on $h^i(x_c(t), u_c(t), t)$. As we have pointed out in Section 16.2.1, from a computational viewpoint it is convenient to avoid strict inequalities. As suggested in [287], we modify the strict inequality (16.21b) into

$$
    h^i(x_c(t), u_c(t), t) \geq \epsilon + (m^i - \epsilon)\delta^i_e
$$

where $\epsilon$ is a small positive scalar (e.g., the machine precision). Clearly, as for the case of discontinuous PWA discussed in Section 16.2.1, Equations (16.21) or (16.12) are equivalent to (16.21c) only for $h^i(x_c(t), u_c(t), t) \leq 0$ and $h^i(x_c(t), u_c(t), t) \geq \epsilon$.

Regarding switched affine dynamics, we first rewrite the state-update equation (16.11a) as the following combination of affine terms and if-then-else condi-
16.5 Mixed Logical Dynamical Systems

Given a DHA representation of a hybrid process, by following the techniques described in the previous section for converting logical relations into inequalities we obtain an equivalent representation of the DHA as a mixed logical dynamical (MLD) system described by the following relations:

\[
x(t + 1) = Ax(t) + B_1 u(t) + B_2 \delta(t) + B_3 z(t) + B_5, \quad (16.25a)
\]
\[
y(t) = C x(t) + D_1 u(t) + D_2 \delta(t) + D_3 z(t) + D_5, \quad (16.25b)
\]
\[
E_2 \delta(t) + E_3 z(t) \leq E_1 u(t) + E_4 x(t) + E_5, \quad (16.25c)
\]
where \( x \in \mathbb{R}^{n_c} \times \{0,1\}^{n_z} \) is a vector of continuous and binary states, \( u \in \mathbb{R}^{m_c} \times \{0,1\}^{m_z} \) are the inputs, \( y \in \mathbb{R}^{r_c} \times \{0,1\}^{r_z} \) the outputs, \( \delta \in \{0,1\}^{r_t} \) are auxiliary binary variables, \( z \in \mathbb{R}^{r_z} \) are auxiliary continuous variables which arise in the transformation (see Example 16.5), and \( A, B_1, B_2, B_3, C, D_1, D_2, D_3, E_1, \ldots, E_5 \) are matrices of suitable dimensions. Given the current state \( x(t) \) and input \( u(t) \), the time-evolution of (16.25) is determined by finding a feasible value for \( \delta(t) \) and \( z(t) \) satisfying (16.25c), and then by computing \( x(t+1) \) and \( y(t) \) from (16.25a)–(16.25b).

As MLD models consist of a collection of linear difference equations involving both real and binary variables and a set of linear inequality constraints, they are model representations of hybrid systems that can be easily used in optimization algorithms, as will be described in Chapter 17.

A definition of well-posedness of the MLD system (16.25) can be given similarly to Definition 16.1 by requiring that for all \( x(t) \) and \( u(t) \) within a given bounded set the pair of variables \( \delta(t), z(t) \) satisfying (16.25c) is unique, so that the successor state \( x(t+1) \) and output \( y(t) \) are also uniquely defined functions of \( x(t), u(t) \) through (16.25a)–(16.25b). Such a well-posedness assumption is usually guaranteed by the procedure described in Section 16.3.3 used to generate the linear inequalities (16.25c). A numerical test for well-posedness is reported in [42, Appendix 1]. For a more general definition of well-posedness of MLD systems see [42].

Note that the constraints (16.25c) allow one to specify additional linear constraints on continuous variables (e.g., constraints over physical variables of the system), and logical constraints over Boolean variables. The ability to include constraints, constraint prioritization, and heuristics adds to the expressiveness and generality of the MLD framework. Note also that despite the fact that the description (16.25) seems to be linear, clearly the nonlinearity is concentrated in the integrality constraints over binary variables.

**Example 16.5** Consider the following simple switched linear system [42]

\[
x(t+1) = \begin{cases} 
0.8x(t) + u(t) & \text{if } x(t) \geq 0 \\
-0.8x(t) + u(t) & \text{if } x(t) < 0 
\end{cases} \tag{16.26}
\]

where \( x(t) \in [-10, 10] \), and \( u(t) \in [-1, 1] \). The condition \( x(t) \geq 0 \) can be associated to an event variable \( \delta(t) \in \{0, 1\} \) defined as

\[
[\delta(t) = 1] \iff [x(t) \geq 0]. \tag{16.27}
\]

By using the transformations (16.21a)–(16.21c), equation (16.27) can be expressed by the inequalities

\[
-m\delta(t) \leq x(t) - m \tag{16.28a}
\]

\[
-(M + \epsilon)\delta(t) \leq -x(t) - \epsilon \tag{16.28b}
\]

where \( M = -m = 10 \), and \( \epsilon \) is an arbitrarily small positive scalar. Then (16.26) can be rewritten as

\[
x(t+1) = 1.6\delta(t)x(t) - 0.8x(t) + u(t). \tag{16.29}
\]
By defining a new variable \( z(t) = \delta(t)x(t) \) which, by (16.23)–(16.24) can be expressed as

\[
\begin{align*}
  z(t) &\leq M\delta(t) \\
  z(t) &\geq m\delta(t) \\
  z(t) &\leq x(t) - m(1 - \delta(t)) \\
  z(t) &\geq x(t) - M(1 - \delta(t))
\end{align*}
\]  

(16.30a–d)

the evolution of system (16.26) is ruled by the linear equation

\[
x(t + 1) = 1.6z(t) - 0.8x(t) + u(t)
\]  

(16.31)

subject to the linear constraints (16.28) and (16.30). Therefore, the MLD equivalent representation of (16.26) for \( x \in [-10, -\epsilon] \cup [0, 10] \) and \( u \in [-1, 1] \) is given by collecting equations (16.31), (16.28) and (16.30).

### 16.6 Model Equivalence

In the previous chapters we have presented three different classes of discrete-time hybrid models: PWA systems, DHA, and MLD systems. For what we described in Section 16.3.3, under the assumption that the set of valid states and inputs is bounded, DHA systems can always be equivalently described as MLD systems. Also, a PWA system is a special case of a DHA whose threshold events and mode selector function are defined by the PWA partition (16.1c). Therefore, a PWA system with bounded partition \( \mathcal{C} \) can always be described as an MLD system (an efficient way of modeling PWA systems in MLD form is reported in [42]). The converse result, namely that MLD systems (and therefore DHA) can be represented as PWA systems, is less obvious. For any choice of \( \delta \), model (16.25) represents an affine system defined over a polyhedral domain. Under the assumption of well posedness these domains do not overlap. This result was proved formally in [36, 30, 122].

Such equivalence results are of interest because DHA are most suitable in the modeling phase, but MLD systems are most suitable for solving open-loop finite time optimal control problems, and PWA systems are most suitable for solving finite time optimal control problems in state feedback form, as will be described in Chapter 17.

### 16.7 The HYSDEL Modeling Language

A modeling language was proposed in [276] to describe DHA models, called HYbrid System DEscription Language (HYSDEL). The HYSDEL description of a DHA is an abstract modeling step. The associated HYSDEL compiler then translates the description into several computational models, in particular into an MLD model.
SYSTEM sample {
  INTERFACE {
    STATE {
      REAL xr [-10, 10];
    }
    INPUT {
      REAL ur [-2, 2];
    }
  }
  IMPLEMENTATION {
    AUX {
      REAL z1, z2, z3;
      BOOL de, df, d1, d2, d3;
    }
    AD {
      de = xr >= 0;
      df = xr + ur - 1 >= 0;
    }
    LOGIC {
      d1 = ~de & ~df;
      d2 = de;
      d3 = ~de & df;
    }
    DA {
      z1 = {IF d1 THEN xr + ur - 1};
      z2 = {IF d2 THEN 2 * xr};
      z3 = {IF (~de & df) THEN 2};
    }
    CONTINUOUS {
      xr = z1 + z2 + z3;
    }
  }
}

Table 16.2 Sample HYSDEL list of system (16.32)

using the technique presented in Section 16.4, and a PWA form using either the approach of [122] or the approach of [30]. HYSDEL can generate also a simulator that runs as a function in MATLAB®. Both the HYSDEL compiler and the Hybrid Toolbox can import and convert HYSDEL models.

In this section we illustrate the functionality of HYSDEL through a set of examples. For more examples and the detailed syntax we refer the interested reader to [149].

Example 16.6 Consider the DHA system:

SAS: $x'_c(t) = \begin{cases} 
  x_c(t) + u_c(t) - 1, & \text{if } i(t) = 1, \\
  2x_c(t), & \text{if } i(t) = 2, \\
  2, & \text{if } i(t) = 3. 
\end{cases}$ (16.32a)

EG: $\delta_e(t) = [x_c(t) \geq 0], \quad \delta_f(t) = [x_c(t) + u_c(t) - 1 \geq 0]$. (16.32b)

MS: $i(t) = \begin{cases} 
  1, & \text{if } \begin{bmatrix} \delta_e(t) \\ \delta_f(t) \end{bmatrix} = \begin{bmatrix} 0 \\ 0 \end{bmatrix}, \\
  2, & \text{if } \delta_e(t) = 1, \\
  3, & \text{if } \begin{bmatrix} \delta_e(t) \\ \delta_f(t) \end{bmatrix} = \begin{bmatrix} 0 \\ 1 \end{bmatrix}. 
\end{cases}$ (16.32c)

The corresponding HYSDEL list is reported in Table 16.2.

The HYSDEL list is composed of two parts. The first one, called INTERFACE, contains the declaration of all variables and parameters, so that it is possible to
/* 2x2 PWA system */

SYSTEM pwa {
  INTERFACE {
    STATE { REAL x1 [-5,5];
           REAL x2 [-5,5];
    }
    INPUT { REAL u [-1,1];
    }
    OUTPUT{ REAL y;
    }
    PARAMETER {
      REAL alpha = 60*pi/180;
      REAL C = cos(alpha);
      REAL S = sin(alpha);
      REAL MLD_epsilon = 1e-6; }
  }
  IMPLEMENTATION {
    AUX { REAL z1,z2;
         BOOL sign; }
    AD { sign = x1<=0; }
    DA { z1 = {IF sign THEN 0.8*(C*x1+S*x2)
               ELSE 0.8*(C*x1-S*x2) }
         z2 = {IF sign THEN 0.8*(-S*x1+C*x2)
               ELSE 0.8*(S*x1+C*x2) }; }
    CONTINUOUS { x1 = z1;
                  x2 = z2+u; }
    OUTPUT { y = x2; }
  }
}

Table 16.3 HYSDEL model of the PWA system described in Example 16.1

make the proper type checks. The second part, IMPLEMENTATION, is composed of specialized sections where the relations among the variables are described. The HYSDEL section AUX contains the declaration of the auxiliary variables used in the model. The HYSDEL section AD allows one to define Boolean variables from continuous ones, and is based exactly on the semantics of the event generator (EG) described earlier. The HYSDEL section DA defines continuous variables according to if-then-else conditions. This section models part of the switched affine system (SAS), namely the variables $z_i$ defined in (16.22a)–(16.22b). The CONTINUOUS section describes the linear dynamics, expressed as difference equations. This section models (16.22c). The section LOGIC allows one to specify arbitrary functions of Boolean variables.

Example 16.7 Consider again the PWA system described in Example 16.1. Assume that $[-5,5] \times [-5,5]$ is the set of states $x(t)$ of interest and $u(t) \in [-1,1]$. By using
HYSDEL the PWA system (16.3) is described as in Table 16.3 and the equivalent MLD form is obtained

\[
\begin{align*}
x(t + 1) &= \begin{bmatrix} 1 & 0 \end{bmatrix} z(t) + \begin{bmatrix} 0 \end{bmatrix} u(t) \\
y(t) &= \begin{bmatrix} 0 & 1 \end{bmatrix} x(t)
\end{align*}
\]

\[
\begin{bmatrix}
-5 \\
\delta(t) + \begin{bmatrix} c_2 & -c_1 \\
c_1 & -c_1 \\
c_1 & c_1 \\
c_1 & c_1
\end{bmatrix} z(t) \\
\begin{bmatrix}
0 & 0 \\
0 & 0 \\
0 & 0 \\
0 & 0
\end{bmatrix}
\end{bmatrix}
\]

\[
\begin{bmatrix}
x(t) + \begin{bmatrix} 1 & 0 \\
0 & 0 \\
-0.4 & c_2 \\
0.4 & -c_2 \\
0.4 & -c_2 \\
-c_2 & -0.4 \\
c_2 & 0.4
\end{bmatrix} u(t)
\end{bmatrix}
\]

where \( c_1 = 4(\sqrt{3} + 1) \), \( c_2 = 0.4 \sqrt{3} \), \( \epsilon = 10^{-6} \). Note that in Table 16.3 the OUTPUT section allows to specify a linear map for the output vector \( y \).

**Example 16.8** Consider again the hybrid spring-mass-damper system described in Example 16.2. Assume that \([-5, 5] \times [-5, 5] \) is the set of states \( x \) and \([-10, 10] \) the set of continuous inputs \( u_1 \) of interest. By using HYSDEL, system (16.6) is described as in Table 16.4 and an equivalent MLD model with 2 continuous states, 1 continuous input, 1 binary input, 9 auxiliary binary variables, 8 continuous variables, and 58 mixed-integer inequalities is obtained.

**Example 16.9** Consider again the system with a logic state described in Example 16.3. The MLD model obtained by compiling the HYSDEL list of Table 16.5 is

\[
\begin{align*}
x(t + 1) &= \begin{bmatrix} 0 & 0 \end{bmatrix} \delta(t) + \begin{bmatrix} 1 \end{bmatrix} z(t) \\
y(t) &= \begin{bmatrix} 0 & 1 \end{bmatrix} u(t) + \begin{bmatrix} 1 & 0 \end{bmatrix} x(t)
\end{align*}
\]

where we have assumed that \([-10, 10] \) is the set of states \( x_1 \) and \([-10, 10] \) the set of continuous inputs \( u \) of interest. In Table 16.5 the AUTOMATA section specifies the state transition equations of the finite state machine (FSM) as a collection of Boolean functions.

### 16.8 Literature Review

The lack of a general theory and of systematic design tools for systems having such a heterogeneous dynamical discrete and continuous nature led to a considerable interest in the study of hybrid systems. After the seminal work published in 1966 by Witsenhausen [288], who examined an optimal control problem for a class of hybrid-state continuous-time dynamical systems, there has been a renewed interest in the study of hybrid systems. The main reason for such an interest is
/* Spring-Mass-Damper System */

SYSTEM springmass {

INTERFACE { /* Description of variables and constants */

STATE {
    REAL x1 [-5,5];
    REAL x2 [-5,5];
}

INPUT { REAL u1 [-10,10];
    BOOL u2;
}

PARAMETER {
    /* Spring breakpoint */
    REAL xm;

    /* Dynamic coefficients */
    REAL A111,A112,A121,A122,A211,A212,A221,A222;
    REAL A311,A312,A321,A322,A411,A412,A421,A422;
    REAL B111,B112,B121,B122,B211,B212,B221,B222;
    REAL B311,B312,B321,B322,B411,B412,B421,B422;
}
}

IMPLEMENTATION {

AUX {
    REAL zx11,zx12,zx21,zx22,zx31,zx32,zx41,zx42;
    BOOL region;
}

AD { /* spring region */
    region = x1-xm <= 0;
}

DA {
    zx11 = { IF region & u2 THEN A111*x1+A112*x2+B111*u1+B112};
    zx12 = { IF region & u2 THEN A121*x1+A122*x2+B121*u1+B122};
    zx21 = { IF region & ~u2 THEN A211*x1+A212*x2+B211*u1+B212};
    zx22 = { IF region & ~u2 THEN A221*x1+A222*x2+B221*u1+B222};
    zx31 = { IF ~region & u2 THEN A311*x1+A312*x2+B311*u1+B312};
    zx32 = { IF ~region & u2 THEN A321*x1+A322*x2+B321*u1+B322};
    zx41 = { IF ~region & ~u2 THEN A411*x1+A412*x2+B411*u1+B412};
    zx42 = { IF ~region & ~u2 THEN A421*x1+A422*x2+B421*u1+B422};
}

CONTINUOUS { x1=zx11+zx21+zx31+zx41;
    x2=zx12+zx22+zx32+zx42;
}
}

Table 16.4 HYSDEL model of the spring-mass-damper system described in Example 16.2. The A and B values are set according to equation (16.6).
/ System with logic state */

SYSTEM SLS {
 INTERFACE { /* Description of variables and constants */
    STATE {
        REAL x1 [-10,10];
        BOOL x2;
    }
    INPUT { REAL u [-10,10]; }
    PARAMETER {
        /* Lower Bound Point */
        REAL xlb = -1;
        /* Dynamic coefficients */
        REAL a = .5;
        REAL b1 = .1;
        REAL b2 = .3;
    }
}

IMPLEMENTATION {
    AUX {BOOL region;
        REAL zx1;
    }
    AD { /* PWA Region */
        region = x1-xlb <= 0;
    }
    DA { zx1={IF x2 THEN a*x1+b2*u ELSE a*x1+b1*u};
    }
    CONTINUOUS { x1=zx1;
    }
    AUTOMATA { x2= x2 | region;
    }
}

Table 16.5 HYSDEL model of the system with logic state described in Example 16.3
probably the recent advent of technological innovations, in particular in the domain of embedded systems, where a logical/discrete decision device is “embedded” in a physical dynamical environment to change the behavior of the environment itself. Another reason is the availability of several software packages for simulation and numerical/symbolic computation that support the theoretical developments.

Several modelling frameworks for hybrid systems have appeared in the literature. We refer the interested reader to [8, 127] and the references therein. Each class is usually tailored to solve a particular problem, and many of them look largely dissimilar, at least at first sight. Two main categories of hybrid systems were successfully adopted for analysis and synthesis [66]: hybrid control systems [195, 196], where continuous dynamical systems and discrete/logic automata interact (see Fig. 16.1), and switched systems [266, 67, 155, 292, 261], where the state space is partitioned into regions, each one being associated with a different continuous dynamics (see Fig. 16.2).

Today, there is a widespread agreement in defining hybrid systems as dynamical systems that switch among many operating modes, where each mode is governed by its own characteristic dynamical laws, and mode transitions are triggered by variables crossing specific thresholds (state events), by the lapse of certain time periods (time events), or by external inputs (input events) [8]. In the literature, systems whose mode only depends on external inputs are usually called switching systems, the others switched systems.

Complex systems organized in a hierarchal manner, where, for instance, discrete planning algorithms at the higher level interact with continuous control algorithms and processes at the lower level, are another example of hybrid systems. In these systems, the hierarchical organization helps to manage the complexity of the system, as higher levels in the hierarchy require less detailed models (also called abstractions) of the lower levels functions.

Hybrid systems arise in a large number of application areas and are attracting increasing attention in both academic theory-oriented circles as well as in industry, for instance in the automotive industry [16, 157, 62, 125, 74, 214]. Moreover, many physical phenomena admit a natural hybrid description, like circuits involving relays or diodes [28], biomolecular networks [6], and TCP/IP networks in [150].

In this book we work exclusively with dynamical systems formulated in discrete time. Therefore this chapter focuses on hybrid models formulated in discrete time. Though the effects of sampling can be neglected in most applications, some interesting mathematical phenomena occurring in hybrid systems, such as Zeno behaviors [158] do not exist in discrete time, as switches can only occur at sampling instants. On the other hand, most of these phenomena are usually a consequence of the continuous-time switching model, rather than the real behavior. Our main motivation for concentrating on discrete-time models is that optimal control problems are easier to formulate and to solve numerically than continuous-time formulations.

In the theory of hybrid systems, several problems were investigated in the last few years. Besides the issues of existence and computation of trajectories described in Section 16.1, several other issues were considered. These include: equivalence of hybrid models, stability and passivity analysis, reachability analysis and verification of safety properties, controller synthesis, observability analysis, state estimation and fault detection schemes, system identification, stochastic and event-driven
dynamics. We will briefly review some of these results in the next paragraphs and provide pointers to some relevant literature references.

**Equivalence of Linear Hybrid Systems**

Under the condition that the MLD system is well-posed, the result showing that an MLD system admits an equivalent PWA representation was proved in [36]. A slightly different and more general proof is reported in [30], where the author also provides efficient MLD to PWA translation algorithms. A different algorithm for obtaining a PWA representation of a DHA is reported in [122].

The fact that PWA systems are equivalent to interconnections of linear systems and finite automata was pointed out by Sontag [267]. In [148, 40] the authors proved the equivalence of discrete-time PWA/MLD systems with other classes of discrete-time hybrid systems (under some assumptions) such as linear complementarity (LC) systems [146, 279, 147], extended linear complementarity (ELC) systems [94], and max-min-plus-scaling (MMPS) systems [95].

**Stability Analysis**

Piecewise quadratic Lyapunov stability is becoming a standard in the stability analysis of hybrid systems [155, 96, 102, 233, 234]. It is a deductive way to prove the stability of an equilibrium point of a subclass of hybrid systems (piecewise affine systems). The computational burden is usually low, at the price of a convex relaxation of the problem, that leads to possibly conservative results. Such conservativeness can be reduced by constructing piecewise polynomial Lyapunov functions via semidefinite programming by means of the sum of squares (SOS) decomposition of multivariate polynomials [230]. SOS methods for analyzing stability of continuous-time hybrid and switched systems are described in [238]. For the general class of switched systems of the form $\dot{x} = f_i(x)$, $i = 1, \ldots, s$, an extension of the Lyapunov criterion based on multiple Lyapunov functions was introduced in [67]. The reader is also referred to the book by Liberzon [191].

The research on stability criteria for PWA systems has been motivated by the fact that the stability of each component subsystem is not sufficient to guarantee stability of a PWA system (and vice versa). Branicky [67], gives an example where stable subsystems are suitably combined to generate an unstable PWA system. Stable systems constructed from unstable ones have been reported in [278]. These examples point out that restrictions on the switching have to be imposed in order to guarantee that a PWA composition of stable components remains stable.

Passivity analysis of hybrid models has received little attention, except for the contributions of [77, 199, 295] and [236], in which notions of passivity for continuous-time hybrid systems are formulated, and of [31], where passivity and synthesis of passifying controllers for discrete-time PWA systems are investigated.
Reachability Analysis and Verification of Safety Properties

Although simulation allows to probe a model for a certain initial condition and input excitation, any analysis based on simulation is likely to miss the subtle phenomena that a model may generate, especially in the case of hybrid models. Reachability analysis (also referred to as “safety analysis” or “formal verification”), aims at detecting if a hybrid model will eventually reach unsafe state configurations or satisfy a temporal logic formula \(^7\) for all possible initial conditions and input excitations within a prescribed set. Reachability analysis relies on a reach set computation algorithm, which is strongly related to the mathematical model of the system. In the case of MLD systems, for example, the reachability analysis problem over a finite time horizon (also referred to as bounded model checking) can be cast as a mixed-integer feasibility problem. Reachability analysis was also investigated via bisimulation ideas, namely by analyzing the properties of a simpler, abstracted system instead of those of the original hybrid dynamics \(^{182}\).

Timed automata and hybrid automata have proved to be a successful modeling framework for formal verification and have been widely used in the literature. The starting point for both models is a finite state machine equipped with continuous dynamics. In the theory of timed automata, the dynamic part is the continuous-time flow \(\dot{x} = 1\). Efficient computational tools complete the theory of timed automata and allow one to perform verification and scheduling of such models. Timed automata were extended to linear hybrid automata \(^7\), where the dynamics is modeled by the differential inclusion \(a \leq \dot{x} \leq b\). Specific tools allow one to verify such models against safety and liveness requirements. Linear hybrid automata were further extended to hybrid automata where the continuous dynamics is governed by differential equations. Tools exist to model and analyze those systems, either directly or by approximating the model with timed automata or linear hybrid automata (see the survey paper \(^{265}\)).

Control

The majority of the control approaches for hybrid systems is based on optimal control ideas (see the survey \(^{291}\)). For continuous-time hybrid systems, most authors either studied necessary conditions for a trajectory to be optimal \(^{235, 271}\), or focused on the computation of optimal/suboptimal solutions by means of dynamic programming or the maximum principle \(128, 245, 143, 144, 80, 292, 192, 261, 264, 266, 273, 70, 141, 196, 128, 69, 252, 71\) The hybrid optimal control problem becomes less complex when the dynamics is expressed in discrete-time, as the main source of complexity becomes the combinatorial (yet finite) number of possible switching sequences. As will be shown in Chapter 17, optimal control problems can be solved for discrete-time hybrid systems using either the PWA or the MLD models described in this chapter. The solution to optimal control problems for discrete-time hybrid systems was first outlined by Sontag in \(^{266}\). In his plenary presentation \(^{202}\) at the 2001 European Control Conference Mayne presented an intuitively appealing characterization of the state feedback solution to optimal control problems for linear hybrid systems with performance criteria based
on quadratic and piecewise linear norms. The detailed exposition presented in the first part of Chapter 17 follows a similar line of argumentation and shows that the state feedback solution to the finite time optimal control problem is a time-varying piecewise affine feedback control law, possibly defined over non-convex regions.

Model Predictive Control for discrete-time PWA systems and their stability and robustness properties have been studied in [68, 60, 32, 188, 185, 186]. Invariant sets computation for PWA systems has also been studied in [187, 4].

Observability and State Estimation

Observability of hybrid systems is a fundamental concept for understanding if a state observer can be designed for a hybrid system and how well it will perform. In [36] the authors show that observability properties (as well as reachability properties) can be very complex and present a number of counterexamples that rule out obvious conjectures about inheriting observability/controllability properties from the composing linear subsystems. They also provide observability tests based on linear and mixed-integer linear programming.

State estimation is the reconstruction of the value of unmeasurable state variables based on output measurements. While state estimation is primarily required for output-feedback control, it is also important in problems of monitoring and fault detection [41, 17]. Observability properties of hybrid systems were directly exploited for designing convergent state estimation schemes for hybrid systems in [103].

Identification

Identification techniques for piecewise affine systems were recently developed [104, 255, 163, 39, 165, 282, 227], that allow one to derive models (or parts of models) from input/output data.

Extensions to Event-driven and Stochastic Dynamics

The discrete-time methodologies described in this chapter were employed in [73] to tackle event-based continuous-time hybrid systems with integral continuous dynamics, called integral continuous-time hybrid automata (icHA). The hybrid dynamics is translated into an equivalent MLD form, where continuous-time is an additional state variable and the index $t$ counts events rather than time steps. Extensions of DHA to discrete-time stochastic hybrid dynamics were proposed in [33], where discrete-state transitions depend on both deterministic and stochastic events.
Chapter 17

Optimal Control of Hybrid Systems

In this chapter we study the finite time, infinite time and receding horizon optimal control problem for the class of hybrid systems presented in the previous chapter. We establish the structure of the optimal control law and derive several different algorithms for its computation. For finite time problems with linear and quadratic objective functions we show that the time varying feedback law is piecewise affine.

17.1 Problem Formulation

Consider the PWA system (16.1) subject to hard input and state constraints

\[ Ex(t) + Lu(t) \leq M \]  \hspace{1cm} (17.1)

for \( t \geq 0 \), and rewrite its restriction over the set of states and inputs defined by (17.1) as

\[ x(t + 1) = A^i x(t) + B^i u(t) + f^i \] \hspace{1cm} if \( \begin{bmatrix} x(t) \\ u(t) \end{bmatrix} \in \tilde{C}^i \]  \hspace{1cm} (17.2)

where \( \{\tilde{C}^i\}_{i=0}^{s-1} \) is the new polyhedral partition of the sets of state+input space \( \mathbb{R}^{n+m} \) obtained by intersecting the sets \( C^i \) in (16.1c) with the polyhedron described by (17.1). In this chapter we will assume that the sets \( C^i \) are polytopes.

Define the cost function

\[ J_0(x(0), U_0) = p(x_N) + \sum_{k=0}^{N-1} q(x_k, u_k) \]  \hspace{1cm} (17.3)

where \( x_k \) denotes the state vector at time \( k \) obtained by starting from the state \( x_0 = x(0) \) and applying to the system model

\[ x_{k+1} = A^i x_k + B^i u_k + f^i \] \hspace{1cm} if \( \begin{bmatrix} x_k \\ u_k \end{bmatrix} \in \tilde{C}^i \]  \hspace{1cm} (17.4)
the input sequence $u_0, \ldots, u_{k-1}$.

If the 1-norm or $\infty$-norm is used in the cost function (17.3), then we set $p(x_N) = \|Px_N\|_p$ and $q(x, u_k) = \|Qx_k\|_p + \|Ru_k\|_p$ with $p = 1$ or $p = \infty$ and $P, Q, R$ full column rank matrices. Cost (17.3) is rewritten as

$$J_0(x(0), U_0) = \|Px_N\|_p + \sum_{k=0}^{N-1} \|Qx_k\|_p + \|Ru_k\|_p.$$  \hfill (17.5)

If the squared Euclidian norm is used in the cost function (17.3), then we set $p(x_N) = x_N'Px_N$ and $q(x, u_k) = x_k'Qx_k + u_k'Ru_k$ with $P \succeq 0$, $Q \succeq 0$ and $R > 0$. Cost (17.3) is rewritten as

$$J_0(x(0), U_0) = x_N'Px_N + \sum_{k=0}^{N-1} x_k'Qx_k + u_k'Ru_k.$$  \hfill (17.6)

Consider the constrained finite time optimal control problem (CFTOCP)

$$J^*_0(x(0)) = \min_{U_0} J_0(x(0), U_0)$$

subj. to \{ \begin{align*}
  x_{k+1} &= A^i x_k + B^i u_k + f^i \text{ if } [u^e_k] \in \tilde{C}_i \\
  x_N &\in \mathcal{X}_f \\
  x_0 &= x(0)
\end{align*}\} \hfill (17.7a)

where the column vector $U_0 = [u'_0, \ldots, u'_{N-1}]' \in \mathbb{R}^{m_c \times N} \times \{0, 1\}^m = \mathcal{C}^{m_c}$ is the optimization vector, $N$ is the time horizon and $\mathcal{X}_f$ is the terminal region.

In general, the optimal control problem (17.7) may not have a minimizer for some feasible $x(0)$. This is caused by discontinuity of the PWA system in the input space. We will assume, however, that a minimizer $U_0^*(x(0))$ exists for all feasible $x(0)$. Also the optimizer function $U_0^*$ may not be uniquely defined if the optimal set of problem (17.7) is not a singleton for some $x(0)$. In this case $U_0^*$ denotes one of the optimal solutions.

We will denote by $\mathcal{X}_k \subseteq \mathbb{R}^{n_c} \times \{0, 1\}^{n_t}$ the set of states $x_k$ that are feasible for (17.7):

$$\mathcal{X}_k = \left\{ x \in \mathbb{R}^{n_c} \times \{0, 1\}^{n_t} \mid \begin{array}{c}
  \exists u \in \mathbb{R}^{m_c} \times \{0, 1\}^{m_e}, \\
  \exists i \in \{1, \ldots, s\} \\
  [u^e_k] \in \tilde{C}_i \text{ and} \\
  A^i x + B^i u + f^i \in \mathcal{X}_{k+1}
\end{array} \right\},$$

$$\mathcal{X}_N = \mathcal{X}_f.$$  \hfill (17.8)

The definition of $\mathcal{X}_i$ requires that for any initial state $x_i \in \mathcal{X}_i$ there exists a feasible sequence of inputs $U_i = [u'_i, \ldots, u'_{N-1}]$ which keeps the state evolution in the feasible set $\mathcal{X}$ at future time instants $k = i + 1, \ldots, N - 1$ and forces $x_N$ into $\mathcal{X}_f$ at time $N$. The sets $\mathcal{X}_i$ for $i = 0, \ldots, N$ play an important role in the solution of the optimal control problem. They are independent of the cost function and of the algorithm used to compute the solution to problem (17.7). As in the case of linear systems (see Chapter 11.2) there are two ways to rigorously define and compute
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the sets $\mathcal{X}_i$: the batch approach and the recursive approach. In this chapter we will not discuss the details on the computation of $\mathcal{X}_i$. Also, we will not discuss invariant and reachable sets for hybrid systems. While the basic concepts are identical to those presented in Section 10.1 for linear systems, the discussion of efficient algorithms requires a careful treatment which goes beyond the scope of this book. The interested reader is referred to the work in [131, 121] for a detailed discussion on reachable and invariant sets for hybrid systems.

In the following we need to distinguish between optimal control based on the squared 2-norm and optimal control based on the 1-norm or $\infty$-norm. Note that the results of this chapter also hold when the number of switches is weighted in the cost function (17.3), if this is meaningful in a particular situation.

In this chapter we will make use of the following definition. Consider system (17.2) and recall that, in general, $x = \begin{bmatrix} x_c \ x_\ell \end{bmatrix}$ where $x_c \in \mathbb{R}^{n_c}$ are the continuous states and $x_\ell \in \mathbb{R}^{n_\ell}$ are the binary states and $u_c \in \mathbb{R}^{m_c} \times \{0, 1\}^{m_\ell}$ are the continuous inputs and $u_\ell \in \mathbb{R}^{m_\ell}$ are the binary inputs (Section 16.2.2). We will make the following assumption.

Assumption 17.1 For the discrete-time PWA system (17.2) the mapping $(x_c(t), u_c(t)) \mapsto x_c(t+1)$ is continuous.

Assumption 17.1 requires that the PWA function that defines the update of the continuous states is continuous on the boundaries of contiguous polyhedral cells, and therefore allows one to work with the closure of the sets $\tilde{C}_i$ without the need of introducing multi-valued state update equations. With abuse of notation in the next sections $\tilde{C}_i$ will always denote the closure of $\tilde{C}_i$. Discontinuous PWA systems will be discussed in Section 17.7.

17.2 Properties of the State Feedback Solution, 2-Norm Case

Theorem 17.1 Consider the optimal control problem (17.7) with cost (17.6) and let assumption 17.1 hold. Then, there exists a solution in the form of a PWA state feedback control law

$$u^*_k(x(k)) = F^i_k x(k) + g^i_k \quad \text{if} \quad x(k) \in R^i_k,$$

(17.9)

where $R^i_k, \ i = 1, \ldots, N_k$ is a partition of the set $\mathcal{X}_k$ of feasible states $x(k)$, and the closure $\tilde{R}^i_k$ of the sets $R^i_k$ has the following form:

$$\tilde{R}^i_k = \left\{ x : x(k)'L^i_k(j)x(k) + M^i_k(j)'x(k) \leq N^i_k(j), \ j = 1, \ldots, n^i_k \right\}, \ k = 0, \ldots, N - 1,$$

(17.10)

and

$$x(k + 1) = A^i x(k) + B^i u^*_k(x(k)) + f^i$$

$$\text{if} \quad \begin{bmatrix} x(k) \\ u^*_k(x(k)) \end{bmatrix} \in \tilde{C}_i, \ i = 1, \ldots, s.$$  

(17.11)
Proof: The piecewise linearity of the solution was first mentioned by Sontag in [206]. In [202] Mayne sketched a proof. In the following we will give the proof for \( u_0^*(x(0)) \), the same arguments can be repeated for \( u_1^*(x(1)), \ldots, u_{N-1}^*(x(N-1)) \).

- **Case 1:** \((m_i = n_i = 0)\) no binary inputs and states
  Depending on the initial state \( x(0) \) and on the input sequence \( U = [u_0^*, \ldots, u_k^*] \), the state \( x_k \) is either infeasible or it belongs to a certain polyhedron \( \tilde{C}_k \), \( k = 0, \ldots, N - 1 \). The number of all possible locations of the state sequence \( x_0, \ldots, x_{N-1} \) is equal to \( s^N \). Denote by \( \{v_i\}_{i=1}^N \) the set of all possible switching sequences over the horizon \( N \), and by \( v_i^k \) the \( k \)-th element of the sequence \( v_i \), i.e., \( v_i^k = j \) if \( x_k \in \tilde{C}_j \).
  Fix a certain \( v_i \) and constrain the state to switch according to the sequence \( v_i \). Problem (17.3)-(17.7) becomes

\[
J_{v_i}^*(x(0)) = \min_{U_0} J_0(U_0, x(0)) \tag{17.12a}
\]

subject to

\[
\begin{align*}
  x_{k+1} &= A^{v_k} x_k + B^{v_k} u_k + f^{v_k} \\
  [x_k^a] &\in \tilde{C}_k \\
  k &= 0, \ldots, N - 1 \\
  x_N &\in X_f \\
  x_0 &= x(0)
\end{align*} \tag{17.12b}
\]

Problem (17.12) is equivalent to a finite time optimal control problem for a linear time-varying system with time-varying constraints and can be solved by using the approach described in Chapter 11. The first move \( u_0 \) of its solution is the PPWA feedback control law

\[
u_0^*(x(0)) = \tilde{F}^{i,j} x(0) + \tilde{g}^{i,j}, \quad \forall x(0) \in T^{i,j}, \quad j = 1, \ldots, N^{r_i} \tag{17.13}
\]

where \( D^i = \bigcup_{j=1}^{N^{r_i}} T^{i,j} \) is a polyhedral partition of the convex set \( D^i \) of feasible states \( x(0) \) for problem (17.12). \( N^{r_i} \) is the number of regions of the polyhedral partition of the solution and it is a function of the number of constraints in problem (17.12). The upper index \( i \) in (17.13) denotes that the input \( u_0^*(x(0)) \) is optimal when the switching sequence \( v_i \) is fixed.

The set \( X_0 \) of all feasible states at time 0 is \( X_0 = \bigcup_{i=1}^{s^N} D^i \) and in general it is not convex. Indeed, as some initial states can be feasible for different switching sequences, the sets \( D^i \), \( i = 1, \ldots, s^N \), in general, can overlap. The solution \( u_0^*(x(0)) \) to the original problem (17.3)-(17.7) can be computed in the following way. For every polyhedron \( T^{i,j} \) in (17.13),

1. If \( T^{i,j} \cap T^{i,m} = \emptyset \) for all \( l \neq i \), \( l = 1, \ldots, s^N \), and for all \( m \neq j \), \( m = 1, \ldots, N^{r_l} \), then the switching sequence \( v_i \) is the only feasible one for all the states belonging to \( T^{i,j} \) and therefore the optimal solution is given by (17.13), i.e.,

\[
u_0^*(x(0)) = \tilde{F}^{i,j} x(0) + \tilde{g}^{i,j}, \quad \forall x(0) \in T^{i,j} \tag{17.14}
\]
2. If \( T^{i,j} \) intersects one or more polyhedra \( T^{i_1,m_1}, T^{i_2,m_2}, \ldots \), the states belonging to the intersection are feasible for more than one switching sequence \( v_i, v_{i_1}, v_{i_2}, \ldots \) and therefore the corresponding value functions \( J^*_v, J^*_{v_1}, J^*_{v_2}, \ldots \) in (17.12a) have to be compared in order to compute the optimal control law.

Consider the simple case when only two polyhedra overlap, i.e., \( T^{i,j} \cap T^{l,m} = T^{(i,j),(l,m)} \neq \emptyset \). We will refer to \( T^{(i,j),(l,m)} \) as a double feasibility polyhedron. For all states belonging to \( T^{(i,j),(l,m)} \) the optimal solution is:

\[
\begin{align*}
u^*_0(x(0)) = \begin{cases}
F^{i,j}x(0) + \tilde{g}^{i,j}, & \forall x(0) \in T^{(i,j),(l,m)} : J^*_v(x(0)) < J^*_v(x(0)) \\
F^{l,m}x(0) + \tilde{g}^{l,m}, & \forall x(0) \in T^{(i,j),(l,m)} : J^*_v(x(0)) > J^*_v(x(0)) \\
F^{i,j}x(0) + \tilde{g}^{i,j} \text{ or } F^{l,m}x(0) + \tilde{g}^{l,m}, & \forall x(0) \in T^{(i,j),(l,m)} : J^*_v(x(0)) = J^*_v(x(0))
\end{cases}
\end{align*}
\]

Because \( J^*_v \) and \( J^*_v \) are quadratic functions of \( x(0) \) on \( T^{i,j} \) and \( T^{l,m} \) respectively, we find the expression (17.10) of the control law domain. The sets \( T^{i,j} \setminus T^{l,m} \) and \( T^{l,m} \setminus T^{i,j} \) are two single feasibility P-collections which can be partitioned into a set of single feasibility polyhedra, and thus be described through (17.10) with \( L^*_k = 0 \).

In order to conclude the proof, the general case of \( n \) intersecting polyhedra has to be discussed. We follow three main steps. **Step 1:** generate one polyhedron of \( n^{th} \)-ple feasibility and \( 2^n - 2 \) P-collections possibly empty and disconnected, of single, double, \ldots, \((n-1)^{th}\)-ple feasibility. **Step 2:** the \( i^{th} \)-ple feasibility P-collection is partitioned into several \( i^{th} \)-ple feasibility polyhedra. **Step 3:** any \( i^{th} \)-ple feasibility polyhedron with \( i > 1 \) is further partitioned into at most \( i \) subsets (17.10) where in each one of them a certain feasible value function is greater than all the others. The procedure is depicted in Figure 17.1 when \( n = 3 \).

- **Case 2:** binary inputs, \( m_\ell \neq 0 \)

The proof can be repeated in the presence of binary inputs, \( m_\ell \neq 0 \). In this case the switching sequences \( v_i \) are given by all combinations of region indices and binary inputs, i.e., \( i = 1, \ldots, (s \cdot m_\ell)^N \). For each sequence \( v_i \) there is an associated optimal continuous component of the input as calculated in Case 1.

- **Case 3:** binary states, \( n_\ell \neq 0 \)

The proof can be repeated in the presence of binary states by a simple enumeration of all the possible \( n_\ell^N \) discrete state evolutions.
Figure 17.1 Graphical illustration of the main steps for the proof of Theorem 17.1 when 3 polyhedra intersect. Step 1: the three intersecting polyhedra are partitioned into: one polyhedron of triple feasibility (1,2,3), 2 polyhedra of double feasibility (1,2) and (1,3), 3 polyhedra of single feasibility (1), (2), (3). The sets (1), (2) and (1,2) are neither open nor closed polyhedra. Step 2: the single feasibility sets of (1), (2) and (3) are partitioned into six polyhedra. Step 3: value functions are compared inside the polyhedra of multiple feasibility.

From the result of the theorem above one immediately concludes that the value function $J_0^*$ is piecewise quadratic:

$$ J_0^*(x(0)) = x(0)^\top H_1^i x(0) + H_2^i x(0) + H_3^i \quad \text{if} \quad x(0) \in \mathcal{R}_0^i. \quad (17.16) $$

The proof of Theorem 17.1 gives useful insights into the properties of the sets $\mathcal{R}_k^i$ in (17.10). We will summarize them next.

Each set $\mathcal{R}_k^i$ has an associated multiplicity $j$ which means that $j$ switching sequences are feasible for problem (17.3)-(17.7) starting from a state $x(k) \in \mathcal{R}_k^i$. If $j = 1$, then $\mathcal{R}_k^i$ is a polyhedron. In general, if $j > 1$ the boundaries of $\mathcal{R}_k^i$ can be described either by an affine function or by a quadratic function. In the sequel boundaries which are described by quadratic functions but degenerate to hyperplanes or sets of hyperplanes will be considered affine boundaries.

Quadratic boundaries arise from the comparison of value functions associated with feasible switching sequences, thus a maximum of $j - 1$ quadratic boundaries can be present in a $j$-ple feasible set. The affine boundaries can be of three types.

- **Type a**: they are inherited from the original $j$-ple feasible P-collection. In this case across such boundaries the multiplicity of the feasibility changes.

- **Type b**: they are artificial cuts needed to describe the original $j$-ple feasible P-collection as a set of $j$-ple feasible polyhedra. Across type b boundaries the multiplicity of the feasibility does not change.

- **Type c**: they arise from the comparison of quadratic value functions which degenerate in an affine boundary.
In conclusion, we can state the following lemma

**Lemma 17.1** The value function $J^*_k$

1. is a quadratic function of the states inside each $\mathcal{R}_k^i$
2. is continuous on quadratic and affine boundaries of type b and c
3. may be discontinuous on affine boundaries of type a,

and the optimizer $u^*_k$

1. is an affine function of the states inside each $\mathcal{R}_k^i$
2. is continuous across and unique on affine boundaries of type b
3. is non-unique on quadratic boundaries, except possibly at isolated points.
4. may be non-unique on affine boundaries of type c,
5. may be discontinuous across affine boundaries of type a.

Based on Lemma 17.1 above one can highlight the only source of discontinuity of the value function: affine boundaries of type a. The following corollary gives a useful insight on the class of possible value functions.

**Corollary 17.1** $J^*_0$ is a lower-semicontinuous PWQ function on $\mathcal{X}_0$.

**Proof:** The proof follows from the result on the minimization of lower-semicontinuous point-to-set maps in [47]. Below we give a simple proof without introducing the notion of point-to-set maps.

Only points where a discontinuity occurs are relevant for the proof, i.e., states belonging to boundaries of type a. From assumption 17.1 it follows that the feasible switching sequences for a given state $x(0)$ are all the feasible switching sequences associated with any set $\mathcal{R}_j^0$ whose closure $\bar{\mathcal{R}}_j^0$ contains $x(0)$. Consider a state $x(0)$ belonging to boundaries of type a and the proof of Theorem 17.1. The only case of discontinuity can occur when (i) a j-ple feasible set $\mathcal{P}_1$ intersects an i-ple feasible set $\mathcal{P}_2$ with $i < j$, (ii) there exists a point $x(0) \in \mathcal{P}_1$, $\mathcal{P}_2$ and a neighborhood $\mathcal{N}(x(0))$ with $x, y \in \mathcal{N}(x(0))$, $x \in \mathcal{P}_1$, $x \notin \mathcal{P}_2$ and $y \in \mathcal{P}_2$, $y \notin \mathcal{P}_1$. The proof follows from the previous statements and the fact that $J^*_v(x(0))$ is the minimum of all $J^*_v(x(0))$ for all feasible switching sequences $v_i$.

The result of Corollary 17.1 will be used extensively in the next sections. Even if value function and optimizer are discontinuous, one can work with the closure $\bar{\mathcal{R}}_k^i$ of the original sets $\mathcal{R}_k^i$ without explicitly considering their boundaries. In fact, if a given state $x(0)$ belongs to several regions $\bar{\mathcal{R}}_0^1, \ldots, \bar{\mathcal{R}}_0^p$, then the minimum value among the optimal values (17.16) associated with each region $\bar{\mathcal{R}}_0^1, \ldots, \bar{\mathcal{R}}_0^p$ allows us to identify the region of the set $\mathcal{R}_0^1, \ldots, \mathcal{R}_0^p$ containing $x(0)$.

Next we show some interesting properties of the optimal control law when we restrict our attention to smaller classes of PWA systems.
Corollary 17.2 Assume that the PWA system (17.2) is continuous, and that $E = 0$ in (17.1) and $X_f = \mathbb{R}^n$ in (17.7) (which means that there are no state constraints, i.e., $\mathcal{P}$ is unbounded in the $x$-space). Then, the value function $J_0^*$ in (17.7) is continuous.

Proof: Problem (17.7) becomes a multi-parametric program with only input constraints when the state at time $k$ is expressed as a function of the state at time 0 and the input sequence $u_0, \ldots, u_{k-1}$, i.e., $x_k = f_{PWA}(\cdots(f_{PWA}(x_0, u_0), u_1), \ldots, u_{k-2}), u_{k-1})$. $J_0$ in (17.3) will be a continuous function of $x_0$ and $u_0, \ldots, u_{N-1}$ since it is the composition of continuous functions. By assumptions the input constraints on $u_0, \ldots, u_{N-1}$ are convex and the resulting set is compact. The proof follows from the continuity of $J$ and Theorem 5.2.

Note that $E = 0$ is a sufficient condition for ensuring that constraints (17.1) are convex in the optimization variables $u_0, \ldots, u_n$. In general, even for continuous PWA systems with state constraints it is difficult to find weak assumptions ensuring the continuity of the value function $J_0^*$. Ensuring the continuity of the optimal control law $u^*_k(x(k))$ is even more difficult. A list of sufficient conditions for $U_0^*$ to be continuous can be found in [106]. In general, they require the convexity (or a relaxed form of it) of the cost $J_0(U_0, x(0))$ in $U_0$ for each $x(0)$ and the convexity of the constraints in (17.7) in $U_0$ for each $x(0)$. Such conditions are clearly very restrictive since the cost and the constraints in problem (17.7) are a composition of quadratic and linear functions, respectively, with the piecewise affine dynamics of the system.

The next theorem provides a condition under which the solution $u^*_k(x(k))$ of the optimal control problem (17.3)-(17.7) is a PPWA state feedback control law.

Theorem 17.2 Assume that the optimizer $U_0^*(x(0))$ of (17.3)-(17.7) is unique for all $x(0)$. Then the solution to the optimal control problem (17.3)-(17.7) is a PPWA state feedback control law of the form

$$ u^*_k(x(k)) = F_k^i x(k) + g_k^i \quad \text{if} \quad x(k) \in \mathcal{P}_k^i \quad k = 0, \ldots, N - 1, $$

where $\mathcal{P}_k^i, \ i = 1, \ldots, N_k^i$, is a polyhedral partition of the set $X_k$ of feasible states $x(k)$.

Proof: In Lemma 17.1 we concluded that the value function $J_0^*(x(0))$ is continuous on quadratic type boundaries. By hypothesis, the optimizer $u_0^*(x(0))$ is unique. Theorem 17.1 implies that $F^{i,j} x(0) + g^{i,j} = F^{l,m} x(0) + g^{l,m}, \forall x(0)$ belonging to the quadratic boundary. This can occur only if the quadratic boundary degenerates to a single feasible point or to affine boundaries. The same arguments can be repeated for $u_k^*(x(k)), \ k = 1, \ldots, N - 1$.  

Remark 17.1 Theorem 17.2 relies on a rather strong uniqueness assumption. Sometimes, problem (17.3)-(17.7) can be modified in order to obtain uniqueness of the solution and use the result of Theorem 17.2 which excludes the existence of non-convex ellipsoidal sets. It is reasonable to believe that there are other conditions under which the state feedback solution is PPWA without claiming uniqueness.
17.3 Properties of the State Feedback Solution, $1, \infty$-Norm Case

**Example 17.1** Consider the following simple system

\[
\begin{cases}
x(t + 1) = \begin{bmatrix} 0 & -1 \\ 1 & 0 \end{bmatrix} x(t) + \begin{bmatrix} 0.2 \\ 0 \end{bmatrix} u(t) + \begin{bmatrix} -0.2 \\ 0.2 \end{bmatrix} \\
x(t) \in [-0.5, -0.5] \times [0.5, 0.5] \\
u(t) \in [-1000, 1000] 
\end{cases}
\]

and the optimal control problem (17.7) with cost (17.6), $N = 2$, $Q = \begin{bmatrix} 1 & -0.1 \\ -0.1 & 1 \end{bmatrix}$, $R = 10$, $P = 10Q$, $\mathcal{X}_T = \mathcal{X}$.

The possible switching sequences are $v_1 = \{1, 1\}$, $v_2 = \{1, 2\}$, $v_3 = \{2, 1\}$, $v_4 = \{2, 2\}$. The solution to problem (17.12) is depicted in Figure 17.2. In Figure 17.3(a) the four solutions are intersected. All regions are polyhedra of multiple feasibility. In Figure 17.3(b) we plot with different shadings the regions of the state space partition where the switching sequences $v_1 = \{1, 1\}$, $v_2 = \{1, 2\}$, $v_3 = \{2, 1\}$, $v_4 = \{2, 2\}$ are optimal.

**Theorem 17.3** Consider the optimal control problem (17.7) with cost (17.5), $p = 1, \infty$ and let assumption 17.1 hold. Then there exists a solution in the form of a PPWA state feedback control law

\[
u_k^i(x(k)) = F_k^i x(k) + g_k^i \quad \text{if} \quad x(k) \in \mathcal{P}_k^i,
\]

where $\mathcal{P}_k^i, i = 1, \ldots, N_k^r$ is a polyhedral partition of the set $\mathcal{X}_k$ of feasible states $x(k)$.

**Proof:** The proof is similar to the proof of Theorem 17.1. Fix a certain switching sequence $v_i$, consider the problem (17.3)-(17.7) and constrain the state to switch according to the sequence $v_i$ to obtain problem (17.12). Problem (17.12) can be viewed as a finite time optimal control problem with a performance index based on 1-norm or $\infty$-norm for a linear time varying system with time varying constraints and can be solved by using the multi-parametric linear program as described in Chapter 11.4. Its solution is a PPWA feedback control law

\[
u_0^i(x(0)) = \tilde{F}_i^j x(0) + \tilde{g}_i^j, \quad \forall x \in T_i^r, \quad j = 1, \ldots, N_r^i,
\]

(17.20)
17.4 Computation of the Optimal Control Input via Mixed Integer Programming

In the previous section the properties enjoyed by the solution to hybrid optimal control problems were investigated. Despite the fact that the proofs are constructive (as shown in the figures), they are based on the enumeration of all the possible switching sequences of the hybrid system, the number of which grows exponentially with the time horizon. Although the computation is performed off-line (the on-line complexity is the one associated with the evaluation of the PWA control

and the value function $J^*_{v_i}$ is piecewise affine on polyhedra and convex. The rest of the proof follows the proof of Theorem 17.1. Note that in this case the value functions to be compared are piecewise affine and not piecewise quadratic. ■
17.4 Computation of the Optimal Control Input via Mixed Integer Programming

Feasibility domain obtained as the union of the domains shown in Figure 17.2. All regions are polyhedra of multiple feasibility.

(b) Regions of the state space partition where the switching sequences $v_1 = \{1, 1\}$, $v_2 = \{1, 2\}$, $v_3 = \{2, 1\}$, $v_4 = \{2, 2\}$ are optimal.

Figure 17.3 Example 17.1. State space partition corresponding to the optimal control law.

law (17.17)), more efficient methods than enumeration are desirable. Here we show that the MLD framework can be used to avoid the complete enumeration. In fact, when the model of the system is an MLD model and the performance index is quadratic, the optimization problem can be cast as a Mixed-Integer Quadratic Program (MIQP). Similarly, 1-norm and $\infty$-norm performance indices lead to Mixed-Integer Linear Programs (MILPs) problems. In the following we detail the translation of problem (17.7) with cost (17.5) or (17.6) into a mixed integer linear or quadratic program, respectively, for which efficient branch and bound algorithms exist.

Consider the equivalent MLD representation (16.25) of the PWA system (17.2). Problem (17.7) is rewritten as:

$$J^*_0(x(0)) = \min_{U_0} J_0(x(0), U_0) \quad (17.21a)$$

subject to

$$\begin{align*}
x_{k+1} &= Ax_k + B_1 u_k + B_2 \delta_k + B_3 z_k \\
y_k &= Cx_k + D_1 u_k + D_2 \delta_k + D_3 z_k + D_5 \\
E_2 \delta_k + E_3 z_k &\leq E_1 u_k + E_4 x_k + E_5 \quad (17.21b)
\end{align*}$$

Note that the cost function (17.21a) is of the form

$$J_0(x(0), U_0) = \|P x_N\|_p + \sum_{k=0}^{N-1} \|Q x_k\|_p + \|R u_k\|_p + \|Q_\delta \delta_k\|_p + \|Q_z z_k\|_p \quad (17.22)$$
when \( p = 1 \) or \( p = \infty \) or
\[
J_0(x(0), U_0) = x_N' P x_N + \sum_{k=0}^{N-1} x_k' Q x_k + u_k' R u_k + \delta_k' Q \delta_k + z_k' Q z_k
\]
(17.23)
when \( p = 2 \).

The optimal control problem (17.21) with the cost (17.22) can be formulated as a Mixed Integer Linear Program (MILP). The optimal control problem (17.21) with the cost (17.23) can be formulated as a Mixed Integer Quadratic Program (MIQP). The compact form for both cases is
\[
\begin{align*}
\min_{\varepsilon} & \quad \varepsilon' H_1 \varepsilon + \varepsilon'H_2 \varepsilon(0) + x(0)' H_3 x(0) + c_1' \varepsilon + c_2 x(0) + c \\
\text{subj. to} & \quad G \varepsilon \leq w + S x(0)
\end{align*}
\]
(17.24)
where \( H_1, H_2, H_3, c_1, c_2, G, w, S \) are matrices of suitable dimensions, \( \varepsilon = [\varepsilon_c', \varepsilon_d'] \) where \( \varepsilon_c, \varepsilon_d \) represent continuous and discrete variables, respectively and \( H_1, H_2, H_3 \) are null matrices if problem (17.24) is an MILP.

The translation of (17.21) with cost (17.23) into (17.24) is simply obtained by substituting the state update equation
\[
x_k = A^k x_0 + \sum_{j=0}^{k-1} A^j (B_1 u_{k-j-1} + B_2 \delta_{k-j-1} + B_3 z_{k-j-1})
\]
(17.25)
The optimization vector \( \varepsilon \) in (17.24) is \( \varepsilon = \{u_0, \ldots, u_{N-1}, \delta_0, \ldots, \delta_{N-1}, z_0, \ldots, z_{N-1}\} \).

The translation of (17.21) with cost (17.22) into (17.24) requires the introductions of slack variables as shown in Section 11.4 for the case of linear systems. In particular, for \( p = \infty \), \( Q_z = 0 \) and \( Q_\delta = 0 \), the sum of the components of any vector \( \{\varepsilon_0^u, \ldots, \varepsilon_{N-1}^u, \varepsilon_0^z, \ldots, \varepsilon_N^z\} \) that satisfies
\[
\begin{align*}
-1_m \varepsilon_k^u & \leq R u_k, \quad k = 0, 1, \ldots, N - 1 \\
-1_m \varepsilon_k^u & \leq -R u_k, \quad k = 0, 1, \ldots, N - 1 \\
-1_n \varepsilon_k^x & \leq Q x_k, \quad k = 0, 1, \ldots, N - 1 \\
-1_n \varepsilon_k^x & \leq -Q x_k, \quad k = 0, 1, \ldots, N - 1 \\
-1_n \varepsilon_N^x & \leq P x_N, \\
-1_n \varepsilon_N^x & \leq -P x_N,
\end{align*}
\]
(17.26)
represents an upper bound on \( J_0^u(x(0)) \), where \( 1_k \) is a column vector of ones of length \( k \), and where \( x(k) \) is expressed as in (17.25). Similarly to what was shown in [78], it is easy to prove that the vector \( \varepsilon = \{\varepsilon_0^u, \ldots, \varepsilon_{N-1}^u, \varepsilon_0^z, \ldots, \varepsilon_N^z, u(0), \ldots, u(N-1)\} \) that satisfies equations (17.26) and simultaneously minimizes
\[
J(\varepsilon) = \varepsilon_0^u + \ldots + \varepsilon_{N-1}^u + \varepsilon_0^z + \ldots + \varepsilon_N^z
\]
(17.27)
also solves the original problem, i.e., the same optimum \( J_0^u(x(0)) \) is achieved. Therefore, problem (17.21) with cost (17.22) can be reformulated as the follow-
ing MILP problem

\[
\min \ J(\varepsilon) \\
\text{subj. to} \quad -1_m \varepsilon^u_k \leq \pm Ru_k, \ k = 0, 1, \ldots, N - 1 \\
-1_n \varepsilon^z_k \leq \pm Q(A^k x_0 + \sum_{j=0}^{k-1} A^j(B_1 u_{k-1-j} + B_2 \delta_{k-1-j} + B_3 z_{k-1-j})) \ k = 0, \ldots, N - 1 \\
-1_n \varepsilon_N^z \leq \pm P(A^N x_0 + \sum_{j=0}^{N-1} A^j(B_1 u_{k-1-j} + B_2 \delta_{k-1-j} + B_3 z_{k-1-j})) \\
\]

(17.28)

where the variable \(x(0)\) in (17.28) appears only in the constraints as a parameter vector.

Given a value of the initial state \(x(0)\), the MIQP (17.24) or the MILP (17.28) can be solved to get the optimizer \(\varepsilon^*(x(0))\) and therefore the optimal input \(U_n^0(0)\).

In the next Section 17.5 we will show how multiparametric programming can be also used to efficiently compute the piecewise affine state feedback optimal control law (17.9) or (17.19).

**Example 17.2** Consider the problem of steering in three steps the simple piecewise affine system presented in Example 16.1 to a small region around the origin. The system state update equations are

\[
x(t+1) = \begin{cases} 
0.4 \begin{bmatrix} 1 & -\sqrt{3} \\
\sqrt{3} & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\
1 \end{bmatrix} u(t) \text{ if } \begin{bmatrix} 1 & 0 \end{bmatrix} x(t) \geq 0 \\
0.4 \begin{bmatrix} 1 & \sqrt{3} \\
-\sqrt{3} & 1 \end{bmatrix} x(t) + \begin{bmatrix} 0 \\
1 \end{bmatrix} u(t) \text{ if } \begin{bmatrix} 1 & 0 \end{bmatrix} x(t) \leq -\epsilon 
\end{cases} \\
y(t) = \begin{bmatrix} 0 & 1 \end{bmatrix} x(t) 
\]

subject to the constraints

\[
x(t) \in [-5, 5] \times [-5, 5] \\
u(t) \in [-1, 1]. 
\]

(17.29)

The MLD representation of system (17.29)-(17.30) was reported in Example 16.7.

The finite time constrained optimal control problem (17.7) with cost (17.5) with \(p = \infty, N = 3, P = Q = [1 0], R = 1, \) and \(\mathcal{X}_f = [-0.01, 0.01] \times [-0.01, 0.01], \) can be solved by considering the optimal control problem (17.21) with cost (17.22) for the equivalent MLD representation and solving the associated MILP problem (17.24).

The resulting MILP has 27 variables (\(|\varepsilon| = 27\)) which are \(x \in \mathbb{R}^2, \delta \in \{0, 1\}, z \in \mathbb{R}^2, \)
\(u \in \mathbb{R}, y \in \mathbb{R}\) over 3 steps plus the real-valued slack variables \(\varepsilon_0^u, \varepsilon_1^y, \varepsilon_2^y \) and \(\varepsilon_1^u, \varepsilon_2^u, \varepsilon_3^u \) (note that \(\varepsilon_0^u\) is not needed). The number of mixed-integer equality constraints is 9 resulting from the 3 equality constraints of the MLD systems over 3 steps. The number of mixed-integer inequality constraints is 110.

The finite time constrained optimal control problem (17.7) with cost (17.6), \(N = 3, \)
\(P = Q = [1 0], R = 1, \) and \(\mathcal{X}_f = [-0.01, 0.01] \times [-0.01, 0.01], \) can be solved by
considering the optimal control problem (17.21) with cost (17.23) for the equivalent MLD representation and solving the associated MIQP problem (17.24).

The resulting MIQP has 21 variables (|\varepsilon| = 21) which are \( x \in \mathbb{R}^2, \delta \in \{0, 1\}, z \in \mathbb{R}^2, u \in \mathbb{R}, y \in \mathbb{R} \) over 3 steps. The number of mixed-integer equality constraints is 9 resulting from the 3 equality constraints of the MLD system over 3 steps. The number of mixed-integer inequality constraints is 74.

### 17.4.1 Mixed-Integer Optimization Methods

With the exception of particular structures, mixed-integer programming problems involving 0-1 variables are classified as \( \mathcal{NP} \)-complete, which means that in the worst case, the solution time grows exponentially with the problem size.

Despite the combinatorial nature of these problems, excellent solvers for MILPs and MIQPs have become available over the last 10-15 years. As discussed in Chapter 2.4, the most obvious way to solve an MIQP (MILP) is to enumerate all the integer values and solve the corresponding QPs (LPs). By comparing the QPs (LPs) optimal costs one can derive the optimizer and the optimal cost of the MIQP (MILP). This is far from being efficient. The book [108] is a good reference for a long list of algorithmic approaches to efficiently solve mixed integer programming problems.

One simple idea called “Branch and Bound” has become the basis of many efficient solvers. We will explain the basic ideas behind Branch and Bound solvers with the help of a simple example.

**Example 17.3 Illustrative Example for Branch and Bound Procedure**

We refer to Figure 17.4. Assume that we are solving an MILP with three 0-1 integer variables \( x_{d,1}, x_{d,2}, x_{d,3} \).

1. In a first step we relax the integer constraints, i.e., we allow the variables \( x_{d,1}, x_{d,2}, x_{d,3} \) to vary continuously between 0 and 1. We find the minimum of the Relaxed LP to be 10, which must be a lower bound on the solution.

2. We fix one of the integer variables \( x_{d,1} \) at 0 and 1, respectively, and leave the others relaxed. We solve the two resulting LPs and obtain 13 and 12, which are new improved lower bounds on the solutions along the two branches.

3. Heuristically we decide to continue on the branch with \( x_{d,1} = 1 \), because the lower bound is lower than with \( x_{d,1} = 0 \). We now fix one of the remaining integer variables \( x_{d,2} \) at 0 and 1, respectively, and leave \( x_{d,3} \) relaxed. We solve the two resulting LPs and obtain 16 and 14, which are new improved lower bounds on the solution along the two branches.

4. Heuristically we decide again to continue on the branch with \( x_{d,2} = 1 \), because the lower bound is lower than with \( x_{d,2} = 0 \). We now fix the remaining integer variable \( x_{d,3} \) at 0 and 1, respectively. We solve the two resulting LPs and obtain 15 and 17. We can conclude now that 15 is an upper bound on the solution and the integer choices leading to 17 are non-optimal. We can also stop the further exploration of node 16 because this lower bound is higher than the established upper bound of 15.
5. We explore node 13 and find the integer choices either to be infeasible or to lead to a lower bound of 19 which is again higher than the established upper bound of 15. Thus no further explorations are necessary and 15 is confirmed to be the optimal solution.

More generally, the Branch and Bound algorithm for MILPs involves solving and generating a set of LP subproblems in accordance with a tree search, where the nodes of the tree correspond to LP subproblems. Branching generates child-nodes from parent-nodes according to branching rules, which can be based, for instance, on a-priori specified priorities on integer variables, or on the amount by which the integer constraints are violated. Nodes are labeled either as pending, if the corresponding LP problem has not yet been solved, or fathomed, if the node has already been fully explored. The algorithm stops when all nodes have been fathomed.

The success of the branch and bound algorithm relies on the fact that whole subtrees can be excluded from further exploration by fathoming the corresponding root nodes. This happens if the corresponding LP subproblem is either infeasible or an integer solution is obtained. In the second case, the corresponding value of the cost function serves as an upper bound on the optimal solution of the MILP problem, and is used to further fathom any other nodes having either a greater optimal value or lower bound.
17.5 State Feedback Solution via Batch Approach

Multiparametric programming \cite{115, 101, 44, 63} has been used to compute the PWA form of the optimal state feedback control law \( u^*(x(k)) \) for linear system. By generalizing the results of the previous chapters to hybrid systems, the state vector \( x(0) \), which appears in the objective function and in the linear part of the right-hand side of the constraints (17.24), can be considered as a vector of parameters. Then, for performance indices based on the \( \infty \)-norm or 1-norm, the optimization problem can be treated as a multiparametric MILP (mp-MILP), while for performance indices based on the 2-norm, the optimization problem can be treated as a multiparametric MIQP (mp-MIQP). Solving an mp-MILP (mp-MIQP) amounts to expressing the solution of the MILP (MIQP) (17.24) as a function of the parameters \( x(0) \).

In Section 6.4.1 we have presented an algorithm for solving mp-MILP problems, while, to the authors’ knowledge, there does not exist an efficient method for solving general mp-MIQPs. In Section 17.6 we will present an algorithm that efficiently solves the specific mp-MIQPs derived from optimal control problems for discrete-time hybrid systems.

17.6 State Feedback Solution via Recursive Approach

In this section we propose an efficient algorithm for computing the solution to the finite time optimal control problem for discrete-time linear hybrid systems. It is based on a dynamic programming recursion and a multiparametric linear or quadratic programming solver. The approach represents an alternative to the mixed-integer parametric approach presented earlier.

The PWA solution (17.9) will be computed proceeding backwards in time using two tools: a linear or quadratic multi-parametric programming solver (depending on the cost function used) and a special technique to store the solution which will be illustrated in the next sections. The algorithm will be presented for optimal control based on a quadratic performance criterion. Its extension to optimal control based on linear performance criteria is straightforward.

17.6.1 Preliminaries and Basic Steps

Consider the PWA map \( \zeta \) defined as

\[
\zeta: x \in \mathcal{R}_i \mapsto F_i x + g_i \quad \text{for} \quad i = 1, \ldots, N_R, \tag{17.31}
\]

where \( \mathcal{R}_i, i = 1, \ldots, N_R \) are subsets of the \( x \)-space. Note that if there exist \( i, m \in \{1, \ldots, N_R\} \) such that for \( x \in \mathcal{R}_i \cap \mathcal{R}_m, F_i x + g_i \neq F_m x + g_m \) the map \( \zeta \) (17.31) is not single valued.

**Definition 17.1** Given a PWA map (17.31) we define \( f_{PWA}(x) = \zeta_o(x) \) as the
ordered region single-valued function associated with (17.31) when

\[ \zeta_o(x) = \begin{cases} F_j x + g_j & | x \in R_j \text{ and } \forall i < j : x \notin R_i, \\ j \in \{1, \ldots, N_R\}, \end{cases} \]

and write it in the following form

\[ \zeta_o(x) = \begin{cases} F_1 x + g_1 & \text{if } x \in P_1 \\ \vdots \\ F_{N_R} x + g_{N_R} & \text{if } x \in P_{N_R}. \end{cases} \]

Note that given a PWA map (17.31) the corresponding ordered region single-valued function \( \zeta_o \) changes if the order used to store the regions \( R_i \) and the corresponding affine gains change. For illustration purposes consider the example depicted in Figure 17.5, where \( x \in \mathbb{R}, N_R = 2, F_1 = 0, g_1 = 0, R_1 = [-2, 1], F_2 = 1, g_2 = 0, R_2 = [0, 2]. \)

In the following, we assume that the sets \( R_i \) in the optimal solution (17.9) can overlap. When we refer to the PWA function \( u_i(x(k)) \) in (17.9) we will implicitly mean the ordered region single-valued function associated with the map (17.9).

**Example 17.4** Let \( J_i^* : P_1 \to \mathbb{R} \) and \( J_i^\prime : P_2 \to \mathbb{R} \) be two quadratic functions, \( J_i^*(x) = x'L_i x + M_i x + N_i \) and \( J_i^\prime(x) = x'L_i x + M_i x + N_i \), where \( P_1 \) and \( P_2 \) are convex polyhedra and \( J_i^*(x) = +\infty \) if \( x \notin P_i, i \in \{1, 2\} \). Let \( u_i^* : P_1 \to \mathbb{R} \), \( u_i^\prime : P_2 \to \mathbb{R} \) be vector functions. Let \( P_1 \cap P_2 = P_3 \neq \emptyset \) and define

\[ J_i^*(x) = \min \{ J_i^*(x), J_i^\prime(x) \} \quad (17.32) \]

\[ u_i^*(x) = \begin{cases} u_i^1(x) & \text{if } J_i^*(x) \leq J_i^\prime(x) \\ u_i^2(x) & \text{if } J_i^*(x) \geq J_i^\prime(x) \end{cases} \quad (17.33) \]

where \( u_i^*(x) \) can be a set valued function. Let \( L_3 = L_2 - L_1, M_3 = M_2 - M_1, N_3 = N_2 - N_1 \). Then, corresponding to the three following cases

(i) \( J_i^*(x) \leq J_i^\prime(x) \forall x \in P_3 \)

(ii) \( J_i^*(x) \geq J_i^\prime(x) \forall x \in P_3 \)

(iii) \( \exists x_1, x_2 \in P_3 | J_i^*(x_1) < J_i^\prime(x_1) \text{ and } J_i^*(x_2) > J_i^\prime(x_2) \)

the expressions (17.32) and a real-valued function that can be extracted from (17.33) can be written equivalently as:

\[ J_i^*(x) = \begin{cases} J_i^1(x) & \text{if } x \in P_1 \\ J_i^2(x) & \text{if } x \in P_2 \end{cases} \quad (17.34) \]

\[ u_i^*(x) = \begin{cases} u_i^1(x) & \text{if } x \in P_1 \\ u_i^2(x) & \text{if } x \in P_2 \end{cases} \quad (17.35) \]

(ii) as in (17.34) and (17.35) by switching the indices 1 and 2.
\[ \zeta(x) = \begin{cases} F_1 x + g_1 & \text{if } x \in \mathcal{R}_1 \\ F_2 x + g_2 & \text{if } x \in \mathcal{R}_2 \end{cases} \]

\[ \zeta_2(x) = \begin{cases} F_2 x + g_2 & \text{if } x \in \mathcal{R}_2 \\ F_1 x + g_1 & \text{if } x \in \mathcal{R}_1 \end{cases} \]

\[ \zeta_{12}(x) = \begin{cases} F_1 x + g_1 & \text{if } x \in \mathcal{R}_1 \\ F_2 x + g_2 & \text{if } x \in \mathcal{R}_2 \end{cases} \]

\[ u^*(x) = \begin{cases} u_1^*(x) & \text{if } x \in \mathcal{P}_3 \\cap \{x \mid x' L_3 x + M_3 x + N_3 \geq 0\} \\ u_2^*(x) & \text{if } x \in \mathcal{P}_3 \\cap \{x \mid x' L_3 x + M_3 x + N_3 \leq 0\} \end{cases} \]

Example 17.4 shows how to
- avoid the storage of the intersections of two polyhedra in case (i) and (ii)
• avoid the storage of possibly non convex regions $P_1 \setminus P_3$ and $P_2 \setminus P_3$

• work with multiple quadratic functions instead of quadratic functions defined over non-convex and non-polyhedral regions.

The three points listed above will be the three basic ingredients for storing and simplifying the optimal control law (17.9). Next we will show how to compute it.

**Remark 17.2** In Example 17.4 the description (17.36)-(17.37) of Case (iii) can always be used but the on-line evaluation of the control $u^*(x)$ is rather involved requiring a series of set membership and comparison evaluations. To assess if the simpler description of $u^*(x)$ of Case (i) or Case (ii) could be used instead, one needs to solve indefinite quadratic programs of the form

$$\min_{x} \quad x' L_3 x + M_3' x + N_3$$

subject to $x \in P_3$ (17.38)

which are nontrivial, in general.

### 17.6.2 Multiparametric Programming with Multiple Quadratic Functions

Consider the multi-parametric program

$$J^*(x) = \min_u \quad l(x, u) + q(f(x, u))$$

subject to $f(x, u) \in P$ (17.39)

where $P \subseteq \mathbb{R}^n$ is a compact set, $f : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}^n$, $q : P \rightarrow \mathbb{R}$, and $l : \mathbb{R}^n \times \mathbb{R}^m \rightarrow \mathbb{R}$ is a convex quadratic function of $x$ and $u$. We aim at determining the region $X$ of variables $x$ such that the program (17.39) is feasible and the optimum $J^*(x)$ is finite, and at finding the expression $u^*(x)$ of (one of) the optimizer(s). We point out that the constraint $f(x, u) \in P$ implies a constraint on $u$ as a function of $x$ since $u$ can assume only values where $f(x, u)$ is defined.

Next we show how to solve several forms of problem (17.39).

**Lemma 17.2 (one to one problem)** Problem (17.39) where $f$ is linear, $q$ is quadratic and strictly convex, and $P$ is a polyhedron can be solved by one mp-QP.

*Proof:* See Chapter 6.3.1.

**Lemma 17.3 (one to one problem of multiplicity d)** Problem (17.39) where $f$ is linear, $q$ is a multiple quadratic function of multiplicity $d$ and $P$ is a polyhedron can be solved by $d$ mp-QP’s.

*Proof:* The multi-parametric program to be solved is

$$J^*(x) = \min_u \quad l(x, u) + \min \{q_1(f(x, u)), \ldots, q_d(f(x, u))\}$$

subject to $f(x, u) \in P$ (17.40)
and it is equivalent to
\[
J^*(x) = \min \left\{ \begin{array}{l}
\min_u l(x,u) + q_1(f(x,u)), \\
\vdots \\
\min_u l(x,u) + q_d(f(x,u)) \\
\end{array} \right.
\text{sub. to } f(x,u) \in P,
\]
(17.41)
The \(i\)th sub-problems in (17.41)
\[
J^*_i(x) = \min_u l(x,u) + q_i(f(x,u)) 
\text{sub. to } f(x,u) \in P
\]
(17.42)
is a one to one problem and therefore it is solvable by an mp-QP. Let the solution of the \(i\)-th mp-QPs be
\[
u^i(x) = F^i x + g^i, \quad \forall x \in \mathcal{T}^i, \quad j = 1, \ldots, N^r_i,
\]
(17.44)where \(\mathcal{T}^i = \bigcup_{j=1}^{N^r_i} \mathcal{T}^{i,j}\) is a polyhedral partition of the convex set \(\mathcal{T}^i\) of feasible \(x\) for the \(i\)th sub-problem and \(N^r_i\) is the corresponding number of polyhedral regions. The feasible set \(\mathcal{X}\) satisfies \(\mathcal{X} = \mathcal{T}^1 = \ldots = \mathcal{T}^d\) since the constraints of the \(d\) sub-problems are identical.

The solution \(u^*(x)\) to the original problem (17.40) is obtained by comparing and storing the solution of \(d\) mp-QP subproblems (17.42)-(17.43) as explained in Example 17.4. Consider the case \(d = 2\), and consider the intersection of the polyhedra \(\mathcal{T}^{1,i}\) and \(\mathcal{T}^{2,l}\) for \(i = 1, \ldots, N^r_1, \quad l = 1, \ldots, N^r_2\). For all \(\mathcal{T}^{1,i} \cap \mathcal{T}^{2,l} = \emptyset\) the optimal solution is stored in an ordered way as described in Example 17.4, while paying attention to the fact that a region could be already stored. Moreover, when storing a new polyhedron with the corresponding value function and optimizer, the relative order of the regions already stored must not be changed. The result of this Intersect and Compare procedure is
\[
u^*(x) = F^i x + g^i \quad \text{if } x \in \mathcal{R}^i,
\]
(17.45)
where \(\mathcal{R} = \bigcup_{j=1}^{N^r_i} \mathcal{R}^j\) is a polyhedron and the value function
\[
J^*(x) = \tilde{J}^*_j(x) \quad \text{if } x \in \mathcal{D}^j, \quad j = 1, \ldots, N^D,
\]
(17.46)where \(\tilde{J}^*_j(x)\) are multiple quadratic functions defined over the convex polyhedra \(\mathcal{D}^j\). The polyhedron \(\mathcal{D}^j\) can contain several regions \(\mathcal{R}^i\) or can coincide with one of them. Note that (17.45) and (17.46) have to be considered as PWA and PPWQ functions in the ordered region sense.

If \(d > 2\) then the value function in (17.46) is intersected with the solution of the third mp-QP sub-problem and the procedure is iterated by making sure not to change the relative order of the polyhedra and the corresponding gain of the solution constructed in the previous steps. The solution will still have the same form (17.45)-(17.46).
Lemma 17.4 (one to \( r \) problem) Problem (17.39) where \( f \) is linear, \( q \) is a lower-semicontinuous PPWQ function defined over \( r \) polyhedral regions and strictly convex on each polyhedron, and \( \mathcal{P} \) is a polyhedron, can be solved by \( r \) mp-QP’s.

Proof: Let \( q(x) = q_i \) if \( x \in \mathcal{P}_i \) the PWQ function where the closures \( \mathcal{P}_i \) of \( \mathcal{P}_i \) are polyhedra and \( q_i \) strictly convex quadratic functions. The multi-parametric program to solve is

\[
J^*(x) = \min \begin{cases}
\min_u l(x, u) + q_1(f(x, u)), \\
\text{subj. to } f(x, u) \in \mathcal{P}_1 \\
f(x, u) \in \mathcal{P} \\
\vdots \\
\min_u l(x, u) + q_r(f(x, u)) \\
\text{subj. to } f(x, u) \in \mathcal{P}_r \\
f(x, u) \in \mathcal{P}
\end{cases}.
\] (17.47)

The proof follows the lines of the proof of the previous theorem with the exception that the constraints of the \( i \)-th mp-QP subproblem differ from the \( j \)-th mp-QP subproblem, \( i \neq j \).

The lower-semicontinuity assumption on \( q(x) \) allows one to use the closure of the sets \( \mathcal{P}_i \) in (17.47). The cost function in problem (17.39) is lower-semicontinuous since it is a composition of a lower-semicontinuous function and a continuous function. Then, since the domain is compact, problem (17.47) admits a minimum. Therefore for a given \( x \), there exists one mp-QP in problem (17.47) which yields the optimal solution. The procedure based on solving mp-QPs and storing the results as in Example 17.4 will be the same as in Lemma 17.3 but the domain \( \mathcal{R} = \bigcup_{j=1}^{N^R} \mathcal{R}^j \) of the solution can be a P-collection.

If \( f \) is PPWA defined over \( s \) regions then we have a \( s \) to \( X \) problem where \( X \) can belong to any of the problems listed above. In particular, we have an \( s \) to \( r \) problem of multiplicity \( d \) if \( f \) is PPWA and defined over \( s \) regions and \( q \) is a multiple PPWQ function of multiplicity \( d \), defined over \( r \) polyhedral regions. The following lemma can be proven along the lines of the proofs given before.

Lemma 17.5 Problem (17.39) where \( f \) is linear and \( q \) is a lower-semicontinuous PPWQ function of multiplicity \( d \), defined over \( r \) polyhedral regions and strictly convex on each polyhedron, is a one to \( r \) problem of multiplicity \( d \) and can be solved by \( r \cdot d \) mp-QP’s.

An \( s \) to \( r \) problem of multiplicity \( d \) can be decomposed into \( s \) one to \( r \) problems of multiplicity \( d \). An \( s \) to one problem can be decomposed into \( s \) one to one problems.

17.6.3 Algorithmic Solution of the Bellman Equations

In the following we will substitute the PWA system equations (17.2) with the shorter form

\[
x(k + 1) = \tilde{f}_{PW}(x(k), u(k))
\] (17.48)
where \( \hat{f}_{PW}(x, u) = A_i x + B_i u + f_i \) if \([ \overline{u} ] \in \tilde{C}_i\), \( i = 1, \ldots, s \), and \( \{ \tilde{C}_i \} \) is a polyhedral partition of \( \tilde{C} \).

Consider the dynamic programming formulation of the CFTOC problem (17.6)-(17.7),

\[
J^*_j(x(j)) = \min_{u_j} x'_j Q x_j + u'_j R u_j + J^*_{j+1}(\hat{f}_{PW}(x(j), u_j))
\]

\[
\text{subj. to } \hat{f}_{PW}(x(j), u_j) \in X_{j+1}
\]

(17.49)

(17.50)

for \( j = N - 1, \ldots, 0 \), with terminal conditions

\[
X_N = X_f
\]

\[
J^*_N(x) = x' P x,
\]

(17.51)

(17.52)

where \( X_j \) is the set of all states \( x(j) \) for which problem (17.49)-(17.50) is feasible:

\[
X_j = \{ x \in \mathbb{R}^n \mid \exists u, \hat{f}_{PW}(x, u) \in X_{j+1} \}.
\]

(17.53)

Assume for the moment that there are no binary inputs and binary states, \( m_i = n_i = 0 \). The Bellman equations (17.49)-(17.52) can be solved backwards in time by using a multi-parametric quadratic programming solver and the results of the previous section.

Consider the first step of the dynamic program (17.49)-(17.52)

\[
J^*_{N-1}(x_{N-1}) = \min_{u_{N-1}} x'_{N-1} Q x_{N-1} + u'_{N-1} R u_{N-1} + J^*_N(\hat{f}_{PW}(x_{N-1}, u_{N-1}))
\]

\[
\text{subj. to } \hat{f}_{PW}(x_{N-1}, u_{N-1}) \in X_f.
\]

(17.54)

(17.55)

The cost to go function \( J^*_N(x) \) in (17.54) is quadratic, the terminal region \( X_f \) is a polyhedron and the constraints are piecewise affine. Problem (17.54)-(17.55) is an \emph{s to one problem} that can be solved by solving \( s \) mp-QPs. From the second step \( j = N - 2 \) to the last one \( j = 0 \) the cost to go function \( J^*_j(x) \) is a lower-semicontinuous PPWQ with a certain multiplicity \( d_{j+1} \), the terminal region \( X_{j+1} \) is a P-collection and the constraints are piecewise affine. Therefore, problem (17.49)-(17.52) is an \emph{s to \( N_{j+1} \) problem with multiplicity \( d_{j+1} \)} (where \( N_{j+1} \) is the number of polyhedra of the cost to go function \( J^*_{j+1} \)), that can be solved by solving \( s N_{j+1} d_{j+1} \) mp-QPs (Lemma 17.5). The resulting optimal solution will have the form (17.9) considered in the ordered region sense.

In the presence of binary inputs the procedure can be repeated, with the differences that all the possible combinations of binary inputs must be enumerated. Therefore a \emph{one to one problem} becomes a \( 2^m_x \) \emph{to one problem} and so on. In the presence of binary states the procedure can be repeated either by enumerating them all or by solving a dynamic programming algorithm at time step \( k \) from a relaxed state space to the set of binary states feasible at time \( k + 1 \).

Next we summarize the main steps of the dynamic programming algorithm discussed in this section. We use boldface characters to denote sets of polyhedra, i.e., \( R = \{ R_i \}_{i=1}^{[R]} \), where \( R_i \) is a polyhedron and \([r]\) is the cardinality of
the set $\mathbb{R}$. Furthermore, when we say SOLVE an mp-QP we mean to compute and store the triplet $S_{k,i,j}$ of expressions for the value function, the optimizer, and the polyhedral partition of the feasible space.
Algorithm 17.1
Input: CFTOC problem (17.3)–(17.7)
Output: Solution (17.9) in the ordered region sense

\[
\begin{align*}
R_N & \leftarrow \{X_f\} \\
J_{N,1}(x) & \leftarrow x'Pxx \\
\text{For } k = N-1, \ldots, 1 \\
\text{For } i = 1, \ldots, |R_{k+1}| \\
\text{For } j = 1, \ldots, s \\
S_{k,i,j} & \leftarrow \{\}
\end{align*}
\]

\[S_{k,i,j} \leftarrow \min_{u_k} x_k'Qx_k + u_k'Ru_k + J_{k+1,i}(A_1x_k + B_1u_k + f_j)
\]
\[\text{subj. to } \begin{cases} A_1x_k + B_1u_k + f_j & \in R_{k+1,i} \\
\end{cases} \]
\[\begin{cases} x_k & \in \tilde{C}^j \\
\end{cases}
\]
\[R_k \leftarrow \{R_{k,i,j,l}\}_{i,j,l} \text{. Denote by } R_{k,h} \text{ its elements, and by } J^*_k,h(x) \text{ and } u^*_k,h(x) \text{ the associated costs and optimizers, with } h \in \{1, \ldots, |R_k|\}
\]
\[\text{Keep only triplets } (J^*_k,h(x), u^*_k,h(x), R_{k,h}) \text{ for which } \forall x \in R_{k,h} : x \notin R_{k,d}, \forall d \neq h \text{ OR } \exists x \in R_{k,h} : J^*_k,h(x) < J^*_k,d(x), \forall d \neq h
\]

Create multiplicity information and additional regions for an ordered region solution as explained in Example 17.4

In Algorithm 17.1, the structure \(S_{k,i,j}\) stores the matrices defining quadratic function \(J^*_{k,i,j,l}(\cdot)\), affine function \(u^*_{k,i,j,l}(\cdot)\), and polyhedra \(R_{k,i,j,l}\), for all \(l\):

\[S_{k,i,j} = \bigcup_l \{(J^*_{k,i,j,l}(x), u^*_{k,i,j,l}(x), R_{k,i,j,l})\}, \quad (17.56)\]

where the indices in (17.56) have the following meaning: \(k\) is the time step, \(i\) indexes the piece of the “cost-to-go” function that the DP algorithm is considering, \(j\) indexes the piece of the PWA dynamics the DP algorithm is considering, and \(l\) indexes the polyhedron in the mp-QP solution of the \((k, i, j)\)th mp-QP problem.

The “KEEP only triplets” Step of Algorithm 17.1 aims at discarding regions \(R_{k,h}\) that are completely covered by some other regions that have lower cost. Obviously, if there are some parts of the region \(R_{k,h}\) that are not covered at all by other regions (first condition) we need to keep them. Note that comparing the cost functions is, in general, non-convex optimization problem. One might consider solving the problem exactly, but since algorithm works even if some removable regions are kept, we usually formulate an LMI relaxation of the problem at hand.

The output of Algorithm 17.1 is the state feedback control law (17.9) considered in the ordered region sense. The online implementation of the control law requires simply the evaluation of the PWA controller (17.9) in the ordered region sense.
17.6.4 Examples

**Example 17.5** Consider the control problem of steering the piecewise affine system (17.29) to a small region around the origin. The constraints and cost function of Example 17.2 are used. The state feedback solution $u^*_0(x(0))$ was determined by using the approach presented in the previous section. When the infinity norm is used in the cost function, the feasible state space $X_0$ at time 0 is divided into 84 polyhedral regions and it is depicted in Fig. 17.6(a). When the squared Euclidean norm is used in the cost function, the feasible state space $X_0$ at time 0 is divided into 92 polyhedral regions and is depicted in Fig. 17.6(b).

![Partition of the feasible state space](image1)

![Partition of the feasible state space](image2)

(a) Partition of the feasible state space $X_0$ when the infinity norm is used in the cost function ($Nr_3 = 84$)

(b) Partition of the feasible state space $X_0$ when the squared Euclidean norm is used in the cost function ($N^r_3 = 92$)

**Figure 17.6** Example 17.5. State space control partition for $u^*_0(x(0))$

Note that as explained in Section 17.6.2 for the case of the squared Euclidean norm, the optimal control law is stored in a special data structure where:

1. The ordering of the regions is important.
2. The polyhedra can overlap.
3. The polyhedra can have an associated value function of multiplicity $d > 1$. Thus, $d$ quadratic functions have to be compared on-line in order to compute the optimal control action.

**Example 17.6** Consider the hybrid spring-mass-damper system described in Exam-
subject to the constraints
\[
\begin{align*}
x(t) \in [-5, 5] \times [-5, 5] \\
u(t) \in [-1, 1].
\end{align*}
\]

We solve the finite time constrained optimal control problem (17.7) with cost (17.6) with \( N = 3, P = Q = [0 0]^T, R = [0.2 0] \). The state feedback solution was determined by using the approach presented in the previous section in two cases: without terminal constraint (Figure 17.7(a)) and with terminal constraint \( X_f = [-0.01 0.01] \times [-0.01 0.01] \) (Figure 17.7(b)).

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example17.6.png}
\caption{Example 17.6. State space optimal control partition for \( u^*_0(x(0)) \)}
\end{figure}

\section{17.7 Discontinuous PWA systems}

Without assumption 17.1 the optimal control problem (17.3)-(17.7) may be feasible but may not admit an optimizer for some \( x(0) \) (the problem in this case would be to find an infimum rather than the minimum).
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Under the assumption that the optimizer exists for all states $x(k)$, the approach explained in the previous sections can be applied to discontinuous systems by considering three elements. First, the PWA system (17.2) has to be defined on each polyhedron of its domain and all its lower dimensional facets. Secondly, dynamic programming has to be performed “from” and “to” any lower dimensional facet of each polyhedron of the PWA domain. Finally, value functions are not lower-semicontinuous, which implies that Lemma 17.4 cannot be used. Therefore, when considering the closure of polyhedral domains in multi-parametric programming (17.47), a post-processing is necessary in order to remove multi-parametric optimal solutions which do not belong to the original set but only to its closure. The tedious details of the dynamic programming algorithm for discontinuous PWA systems are not included here but can be immediately extracted from the results of the previous sections.

In practice, the approach just described for discontinuous PWA systems can easily be numerically prohibitive. The simplest approach from a practical point of view is to introduce gaps between the boundaries of any two polyhedra belonging to the PWA domain (or, equivalently, to shrink by a quantity $\varepsilon$ the size of every polyhedron of the original PWA system). This way, one deals with PWA systems defined over a disconnected union of closed polyhedra. By doing so, one can use the approach discussed in this chapter for continuous PWA systems. However, the optimal controller will not be defined at the points in the gaps. Also, the computed solution might be arbitrarily different from the original solution to problem (17.3)-(17.7) at any feasible point $x$. Despite this, if the magnitude $\varepsilon$ of the gaps is close to the machine precision and comparable to sensor/estimation errors, such an approach can very appealing in practice. In some cases this approach might be the only one that is computationally tractable for computing controllers for discontinuous hybrid systems fulfilling state and input constraints that are implementable in real-time.

Without assumption 17.1, problem (17.3)-(17.7) is well defined only if an optimizer exists for all $x(0)$. In general, this is not easy to check. The dynamic programming algorithm described here could be used for such a test but the details are not included in this book.

17.8 Receding Horizon Control

Consider the problem of regulating the PWA system (17.2) to the origin. Receding Horizon Control (RHC) can be used to solve such a constrained regulation problem. The control algorithm is identical to the one outlined in Chapter 12 for linear systems. Assume that a full measurement of the state $x(t)$ is available at the
current time $t$. Then, the finite time optimal control problem

$$J_t^* (x(t)) = \min_{U_{t \to t+N[t]}} J_t (x(t), U_{t \to t+N[t]})$$  \hfill (17.59a)

subj. to

$$
\begin{cases}
  x_{t+k+1|t} = A^i x_{t+k|t} + B^i u_{t+k|t} + f^i \\
  x_{t+N|t} \in \mathcal{C}_f \\
  x_{t|t} = x(t)
\end{cases}
$$  \hfill (17.59b)

is solved at each time $t$, where $U_{t \to t+N[t]} = \{u_{t|t}, \ldots, u_{t+N-1|t}\}$.

Let $U_t^* = \{u_{t|t}^*, \ldots, u_{t+N-1|t}^*\}$ be the optimal solution of (17.59) at time $t$. Then, the first sample of $U_t^*$ is applied to system (17.2):

$$u(t) = u_{t|t}^*. \quad (17.60)$$

The optimization (17.59) is repeated at time $t+1$, based on the new state $x_{t+1|t+1} = x(t+1)$, yielding a moving or receding horizon control strategy.

Based on the results of previous sections the state feedback receding horizon controller (17.59)–(17.60) can be immediately obtained in two ways: (i) solve the MIQP/MILP (17.24) for $x_{t|t} = x(t)$ or (ii) by setting

$$u(t) = f_0^*(x(t)), \quad (17.61)$$

where $f_0^* : \mathbb{R}^n \rightarrow \mathbb{R}^{n_u}$ is the piecewise affine solution to the CFTOC (17.59) computed as explained in Section 17.6. The explicit form (17.61) has the advantage of being easier to implement, and provides insight on the type of action of the controller in different regions of the state space.

### 17.8.1 Stability and Feasibility Issues

As discussed in Chapter 12 the feasibility and stability of the receding horizon controller (17.59)–(17.60) is, in general, not guaranteed.

Theorem 12.2 in Chapter 12 can be immediately modified for the hybrid case: persistent feasibility and Lyapunov stability are guaranteed if the terminal constraint $\mathcal{X}_f$ is a control invariant set (assumption (A2) in Theorem 12.2) and the terminal cost $p(x_N)$ is a control Lyapunov function (assumption (A3) in Theorem 12.2). In the hybrid case the computation of control invariant sets and control Lyapunov functions is computationally more involved. As in the linear case, $\mathcal{X}_f = 0$ satisfies the aforementioned properties and it thus represents a very simple, yet restrictive, choice for guaranteeing persistent feasibility and Lyapunov stability.

### 17.8.2 Examples

**Example 17.7** Consider the problem of regulating the piecewise affine system (17.29) to the origin. The constrained finite time optimal control problem (17.7) is solved with $N = 3$, $P = Q = [1 0]$ and $R = 1$, and $\mathcal{X}_f = [-0.01, 0.01] \times [-0.01, 0.01]$. Its state
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feedback solution (17.9) \( u^*(x(0)) = f_0^*(x(0)) \) at time 0 is implemented in a receding horizon fashion, i.e., \( u(x(k)) = f_0^*(x(k)) \).

The state feedback control law with cost (17.5) with \( p = \infty \) was computed in Example 17.5 and consists of 84 polyhedral regions. None of them has multiplicity higher than 1. Figure 17.8 shows the corresponding closed-loop trajectories starting from the initial state \( x(0) = [-2 2]' \).

The state feedback control law with cost (17.6) was computed in Example 17.5 and consists of 92 polyhedral regions, some of which have multiplicity higher than 1. Figure 17.9 shows the corresponding closed-loop trajectories starting from the initial state \( x(0) = [-2 2]' \).

![Figure 17.8](image1.png)  
**Figure 17.8** Example 17.7. MPC control of system (17.29) when the infinity norm is used in the objective.

![Figure 17.9](image2.png)  
**Figure 17.9** Example 17.7. MPC control of system (17.29) when the squared Euclidian norm is used in the objective.
Example 17.8 Consider the problem of regulating the hybrid spring-mass-damper system (17.57) described in Examples 16.2 and 17.6 to the origin. The finite time constrained optimal control problem (17.7) with cost (17.6) is solved with $N = 3$, $P = Q = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}$, $R = \begin{bmatrix} 0.2 & 0 \\ 0 & 1 \end{bmatrix}$. Its state feedback solution (17.9) $u^*(x(0)) = f_0^*(x(0))$ at time 0 is implemented in a receding horizon fashion, i.e., $u(x(k)) = f_0^*(x(k))$.

The state feedback solution was determined in Example 17.6 for the case of no terminal constraint (Figure 17.7(a)). Figure 17.10 depicts the corresponding closed-loop trajectories starting from the initial state $x(0) = [3 \ 4]'$.

The state feedback solution was determined in Example 17.6 for terminal constraint $X_f = [-0.01, 0.01] \times [-0.01, 0.01]$ (Figure 17.7(b)). Figure 17.11 depicts the corresponding closed-loop trajectories starting from the initial state $x(0) = [3 \ 4]'$.

Comparing the two controllers, we find that the terminal constraint leads to a more aggressive behaviour. In addition, in the case with terminal constraint we observe the coordination of the binary and continuous inputs. The small damping coefficient is switched on to increase the effect of the continuous input. The damping is increased again once the steady-state value is approached.

Figure 17.10 Example 17.8. MPC control of system (17.57) without terminal constraint
Figure 17.11 Example 17.8. MPC control of system (17.57) with terminal constraint.
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14.3 Illustration for Algorithm 14.5 in two dimensions.

15.1 Batch Approach with Closed-Loop Prediction. State propagation and associated input variables. The disturbance set has two vertices \( w_1 \) and \( w_2 \) \((n_W = 2)\) and the horizon is \( N = 4. \) The continuous line represents the occurrence of \( w^i, \) while the dashed line represents the occurrence of \( w^j. \) Over the horizon there are eight possible scenarios associated to eight extreme disturbance realizations. The state \( \tilde{x}_j^T \) denotes the predicted state at time 3 associated to the \( j \)-th disturbance scenario.

15.2 Example 15.4. Polyhedral partition of the state space corresponding to the explicit solution of CROC-OL and CROC-CL at time \( t = 0. \)
15.3 Example 15.4. (a) Polyhedral partition of the state space corresponding to the explicit solution of CROC-Parametrized at time \( t = 0. \) (b) Sets \( \mathcal{X}_0^{OL}, \) \( \mathcal{X}_0^{CL} \) and \( \mathcal{X}_0^{MC} \) corresponding to the controllers CROC-OL, CROC-CL and CROC-Parameterized, respectively.

16.1 Hybrid systems. Logic-based discrete dynamics and continuous dynamics interact through events and mode switches.
16.2 Piecewise affine (PWA) systems. Mode switches are triggered by linear threshold events. In each one of the shaded regions the affine mode dynamics is different.
16.3 Example 16.1. Free response of state \( x_1 \) for \( x(0) = [1 \ 0]. \)
16.4 Example 16.2. Open-loop simulation of system (16.6) for \( u_1 = 3 \) and zero initial conditions.
16.5 Example 16.3. Open-loop simulation of system (16.10) for different sequences of the input \( u. \)
16.6 A discrete hybrid automaton (DHA) is the connection of a finite state machine (FSM) and a switched affine system (SAS), through a mode selector (MS) and an event generator (EG). The output signals are omitted for clarity.
16.7 Example of finite state machine.

17.1 Graphical illustration of the main steps for the proof of Theorem 17.1 when 3 polyhedra intersect. Step 1: the three intersecting polyhedra are partitioned into: one polyhedron of triple feasibility \((1,2,3), \) 2 polyhedra of double feasibility \((1,2) \) and \((1,3), \) 3 polyhedra of single feasibility \((1),(2),(3). \) The sets \((1), (2)\) and \((1,2)\) are neither open nor closed polyhedra. Step 2: the single feasibility sets of \((1), (2)\) and \((3)\) are partitioned into six polyhedra. Step 3: value functions are compared inside the polyhedra of multiple feasibility.
17.2 Example 17.1. Problem (17.12) with cost (17.6) is solved for different \( v_i, \) \( i = 1, \ldots, 4. \) Control law \( u^*(x_0) \) is PPWA. State space partition is shown.
17.3 Example 17.1. State space partition corresponding to the optimal control law. 387
17.4 Illustration of Branch and Bound procedure. 391
17.5 Illustration of the ordered region single valued function. 394
17.6 Example 17.5. State space control partition for \( u^*_0(x(0)) \) 398
17.7 Example 17.6. State space optimal control partition for \( u^*_0(x(0)) \) 398
17.8 Example 17.7. MPC control of system (17.29) when the infinity norm is used in the objective. 405
17.9 Example 17.7. MPC control of system (17.29) when the squared Euclidean norm is used in the objective. 405
17.10 Example 17.8. MPC control of system (17.57) without terminal constraint 406
17.11 Example 17.8. MPC control of system (17.57) with terminal constraint 407
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